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Abstract—n wireless LANs (WLANSs), the medium access con- bility of random access systems (e.g., random access allows un-
trol (MAC) protocol is the main element that determines the ef- constrained movement of mobile hosts) the IEEE 802.11 stan-

ficiency in sharing the limited communication bandwidth of the dard committee decided to adopt a random access CSMA-based
wireless channel. In this paper we focus on the efficiency of the h for WLANS. In thi h th . llision d
IEEE 802.11 standard for WLANSs. Specifically, we analytically scheme tor S. In this scheme there IS no collision de-

derive the average size of the contention window that maximizes tection capability due to the WLANSs inability to listen while
the throughput, hereafter theoretical throughput limit and we show  sending, since there is usually just one antenna for both sending
that: 1) depending on the network configuration, the standard can  and receiving.

operate very far from the theoretical throughput limit; and 2) an The performances of CSMA protocols for radio channels

appropriate tuning of the backoff algorithm can drive the IEEE . . . . .
802.11 protocol close to the theoretical throughput limit. Hence we were investigated in depth in [13]. An analytical model of a

propose a distributed algorithm that enables each station to tune CSMA/CD based LAN was presented in [15].
its backoff algorithm at run-time. The performances of the IEEE Several works have investigated via simulation the IEEE
802.11 protocol, enhanced with our algorithm, are extensively in- 802.11 protocol [1], [8], [20], and [21].

vestigated by simulation. Specifically, we investigate the sensitive- By deriving an analytical model, in this paper we quantify

ness of our algorithm to some network configuration parameters . .
(number of active stations, presence of hidden terminals). Our re- the maximum protocol capacity (hereafter referred tohe-

sults indicate that the capacity of the enhanced protocol is very retical limit) that can be achieved by tuning the window size
close to the theoretical upper bound in all the configurations an- of the IEEE 802.11 backoff algorithm. To be more precise, we

alyzed. develop an analytical model to study the throughput pffeer-
Index Terms—Multiple access protocol (MAC), performance sistent IEEE 802.1protocol. Ap-persistent IEEE 802.11 pro-
analysis, protocol capacity, wireless LAN (WLAN). tocol differs from the standard protocol only in the selection of

the backoff interval. Instead of the binary exponential backoff

used in the standard, the backoff interval of gh@ersistent

HE DESIGN of wireless LANs (WLANSs) needs tol.EEE _802.11 protocol is sampled from a geometric d|s_tr|bu-
tlgn with parametep. In the paper we show that thepersis-

concentrate more on .bandW|dth consumpnon than WIre€nt IEEE 802.11 protocol closely approximates the standard
networks. This because wireless networks deliver much lower

bandwidth than wired networks, .g., 1—2 Mb/s versus 10—1g60t000| (at least from the protocol capacity standpoint) if the

Mb/s [16]. In this paper we focus on the IEEE 802.11 WLA verage backoff interval is the same. Due to its memoryless
([12] [16].). Since a WLAN relies on a common tra.msmission ackoff algorithm, the-persistent IEEE 802.11 protocol is suit-

medium, the transmissions of the network stations must gle for analytical studies. By exploiting the similarity of this

. . rotocol with the standard one we used the analytical results to
coordinated by the medium access control (MAC) protocadl, . .
i : rifer the behavior of the standard protocol. These extrapolations
The fraction of channel bandwidth used by successful

transmitted messages gives a good indication of the overhcls validated via simulation. Specifically, we use the analytical

required by the MAC protocol to perform its coordination tas odel to compute th value corresponding o titheoretical

among stations. This fraction is known as the utilization of th'erfmt' €., th_ep value pptimalp) that maximizes the capamty
. . o thep-persistent IEEE 802.11 protocol. It is worth noting that
channel, and the maximum value it can attain is known as the

capacityof the MAC protocol [14], [6]: e theoretical limit is the maximum throughput for theer-

MAC protocols for LANs can be roughly categorized ir1t0$|stent p_rotocol. Due to the correspondence (from th(_e capacity
. standpoint) between the standard protocol andvtpersistent

[10], [18]: random access (e.g., CSMA, CSMA/CD) and de- : . o
mand assignment (e.g., token ring). Due to the inherent fedne throughout thls_paper we use the theoretical limit as a ref-
& ' erence point for tuning the IEEE 802.11 protocol.

In this paper we show that 1) depending on the network con-
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TABLE | traffic sources consist of an infinite humber of stations that
WLAN CONFIGURATION collectively form a Poisson process. This hypothesis approxi-
mates a large finite population in which each station generates

SIFS 28 psec messages infrequently. In this paper the IEEE 802.11 MAC
DIFS 128 psec protocol capacity is analytically estimated by developing a
backoff slot time 30 psec model with a finite number), of stations operating iasymp-
bit rate 2 Mbps totic conditions This means that all tha@/ network stations
propagation delay 1 psec always have a packet ready for transmission. Our model is
stations 10, 50, 100 based on the assumption that for each transmission attempt
CWmin 32 a station uses a backoff interval sampled from a geometric
CWmnax 256 distribution with parametep, wherep = 1/(E[B] + 1) and

L[B] is the average backoff time. In the real IEEE 802.11
) backoff algorithm, a station transmission probability depends
Through an extensive performance study we show that B the history, however we show that our model of the protocol
capacity of the IEEE 802.11is very close to the theoretical yop4yior provides accurate estimates (at least from a capacity
limit for all the network and traffic configurations analyzed INnalysis standpoint) of the IEEE 802.11 protocol behavior.
the paper. _ _ Similarly to [15] we observe the system at the end of each
The paper is organized as follows. Section Il presents the aQ@zcessful transmission. From the geometric backoff assump-
lytical model used to estimate the protocol capacity. This modgl, o) the processes that define the occupancy pattern of the
is used in Section Ill to derive the upper bound of the protocghanne (i.e., empty slots, collisions, successful transmissions)
capacity. Section IV presents, and extensively evaluates, angls regenerative with respect to the sequence of time instants
gorithm to set, at run time, the backoff window size to approX;rresponding to the completion of a successful transmission.
imate the window size that guarantees the maximum capac@;, using the regenerative property we derive a closed formula

Our conclusions are drawn in Section V. for IEEE 802.11 protocol capacity. Specifically, by defining as
the jth renewal period the time interval between thb and
IIl. IEEE 802.11 QPACITY ANALYSIS (+1)th successful transmissiogtk virtual transmission time),

The IEEE 802.11 MAC protocol provides (on a varietytom renewal theoretical arguments [11] it follows that
of physical layers) an access control that is asynchronous,
time-bounded, and contention-free. The basic access method in Prmax =
the IEEE 802.11 MAC protocol is thdistributed coordination
function (DCF) which is acarrier sense multiple access withwheret,, is the average length of the renewal period, also re-
collision avoidancgCSMA/CA) MAC protocol. In addition, ferred to as the average virtual transmission time, 7arid the
the standard includes a floor acquisition mechanism, namggerage message length, i.e., the average time interval in a re-
request to send/clear to sef®TS/CTS) to solve the hidden newal period in which the channel is busy due to a successful
terminal phenomenon [5], [19]. As the RTS/CTS mechanismignsmission.
optional, hereafter we focus on maximizing the capacity of an By exploiting (1), the analysis of the MAC protocol capacity
IEEE 802.11 protocol that implements the minimum mandatogan thus be performed by studying system behavior in a generic
set of functionalities, i.e., a CSMA/CA MAC protocol. renewal period. The analysis follows the line of reasoning used

The model used in this paper, to evaluate the protocol pef-[6] for deriving the Ethernet capacity.
formance figures, does not depend on the technology adoptedhe protocol capacity varies across the various MAC proto-
at the physical layer (e.g., infrared and spread spectrum). Hayéis. In addition it is also influenced by several network param-
ever, the physical layer technology determines some netwesiers, such as the number of active stations and the way active
parameter values, e.g., SIFS, DIFS, backoff slottime. Whenewgstions contribute to the offered load. In this paper.. de-
necessary, we choose the values of these technology-depengdetis the capacity when there dvk active stations operating
parameters by referring to the frequency-hopping-spread-spirasymptotic conditiongss;ngi. denotes the capacity in the ex-
trum technology at 2-Mb/s transmission rate. Table | repori&me case of a single active node. In a MAC protocol that is
the configuration parameter values of the WLAN analyzed i@eal from the utilization standpoint, bogh, ... andpsingle Must
the paper. In théEEE draft standard?802.11 D2.1, 1995, the be equal to 1.
value of CW i, has been changed from 32 to 8. Unless specif- To perform the capacity analysis it is useful to indicate with
ically stated, in this paper we useW.;, = 32, since it is S the time required to complete a successful transmission in the
the value used in almost all the papers in the literature. In S@EEE 802.11 WLAN, i.e., the time interval between the start
tion IV-A we analyze the sensitiveness of the protocol behavigf a transmission that does not experience a collision and the
to CWpn = 8. reception of the corresponding ACK plus a DIFS.

The throughput analysis for CSMA-based protocols was Lemma 1: By denoting with. the packet transmission time
carried out in [13] using a’®/G analysisi.e., throughputS)  and with the maximum propagation delay between two WLAN
versus offered loa@=) analysis [18]. The CSMA/CD protocol stations then
was analytically studied in [15] by adopting the embedded
Markov chain technique. In both studies it was assumed that S <m+ 27+ SIFS + ACK + DIFS.
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: : : length of the idle periods and the number of collisions depends
| \ | on the backoff algorithm.
N » successful According to the standard, by denoting withthe number
collision DIFS collision DIF | transmission . |
M | of attemst to sucpessfully transml_t a packet, a station for each
packet will experiencel backoff times{B;, B, ..., Br}
# empty slots that are sampled in a uniform way in intervals of length
{CWy, CW,, ..., CW;,}. As said before, in this paper we
assume a different distribution for the backoff times. Specifi-
cally, we assume that a station for each transmission attempt
uses a backoff interval sampled from a geometric distribution
with parametep wherep = 1/(E[B] + 1) and E[B] is the

|+

l@——————Virtual transmission time.

\d

Fig. 1. Structure of a virtual transmission time.

Proof: The proof immediately follows by considering theaverage value of By, Bs, ..., B}, expressed in number of
protocol behavior, see [3]. ¢ slots. Lemma 2 provides an expression i3]
Psingle CaN be computed by noting that when only one station Lemma 2: E[B] = (E[CW] — 1)/2 where E[CW] is the
is active its average backoff time 5[B;] 2 and hence, = averagecontention window
E[S] + E[Bi]. Hence, from Lemma 1 Proof: By denoting withE), the set of contention windows
m used by the tagged station when it experiencesllisions be-

fore a successful transmission, and by noting that the contention
window size completely defines the corresponding backoff, it

where 7 is the average transmission time afi{B;] = follows that

(CWpin — 1)/2. To computemr in this paper we assume that
packet lengths are a geometrically distributed (with parameter

PSingle = 5 -+ + SIFS + ACK + DIFS + E[Bi]

E[B] = Y _ E[B|CW € E;]- P{CW € E,}
h=0

g) number of slots. E[BICW € E,] = E[(CW — 1)/2|CW € E)]
G — g _ i1 r g
P {packet length =i slots} = ¢ (1 —¢q), ¢ > 1. E[B] = ZE[(CW _1)/2|CW € Ey
Hence, by denoting with,; the length of a slotjz = ¢ /(1— h=0
2 Y denoting withe g = faio -P{CW € E} = L - (E[CW] - 1).
When more than one station is active the virtual transmission _ _ o &
time includes a successful transmission and collision intervalsThe assumption on the backoff algorithm implies that the fu-
(see Fig. 1). ture behavior of a station does not depend on the past and hence,

Fig. 1 shows that before a successful transmission, collisiohsa virtual transmission time, 1) the idle period timfddle_p; }
andidle periodsmay occur. An idle period is a time interval inare i.i.d. sampled from a geometric distribution with an average
which the transmission medium remains idle due to the backdffldle_p]; and 2) the collision length§Coll; } are i.i.d with av-
algorithm. erageF/[Coll]. Thus (2) can be rewritten as

It must be noted that some overheads follow a collision. Due t, = E[N.] {E[Coll] + 7 + DIFS} + E[Idle_p]
to the carrier sensing mechanism colliding messages prevent the
network stations from observing that the channel is idle for a (BN +1) + B[], ©)
time interval less than or equal to the maximum propagatidtereafter we assume thf[CW] is known and we derive
time  after the end of the transmission of colliding message®%act expressions for the unknowns in (B)ldle_p], E[N]
Furthermore, according to the MAC protocol, after each cotNd£[Coll]. In Section II-A we define an algorithm to estimate
lision the medium must remain idle for an interval equal to F[CW].

DIFS. It thus follows that Lemma 3: By assuming that for each station the backoff
) interval is sampled from a geometric distribution with
Ak parameterp:
te =E | _ (Idle_p; + Coll; + 7 + DIFS) (1M
=1 E[N,] = —pM_l -1
+ E[Idle_py, 1] + E[S], ) Mp(1 - p)
e : E[Coll] = _oor =
whereldle_p; andColl; are the lengths of thah idle period and 1-[(1—p)™ + Mp(1 —p)M-1]

the number of collisions in a virtual time. Z {h-[1-pg"™ - (1 —pg" "M}
In the IEEE 802.11 protocol the length of a collision is equal h=1
to the maximum length of the colliding packets. Hence it de- Mp(1 _p)M—ll

collision in a virtual transmission time, respectively; aNdis l

pends on the packet size distribution and on the backoff al- 1—gq
gorithm that determines the number of colliding stations. The ( N
1-p

3To avoid that a station captures the channel, in the IEEE 802.11 standard it isE[Idle—p] = m “ Eslot -
stated that a backoff interval must elapse between two consecutive transmission p 4
of a station. Proof: See Appendix A. &
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TABLE I
TAGGED STATION CONTENTION WINDOWS
N p{ NGD number of cws sequence of cw sizes
0 (1-p5") 1 32
1 pG)-(1-p5") 2 32, 64
i 2 i+ ,
2 (PGY (1= 5" 3 32, 64,128
23 (PeY (1P J 32, 64, 128, and (j-2) ow of
size 256

TABLE 1l

cw Sze DISTRIBUTION IN E},

Eh
h=0 h=1 h=2 h=j, j23
pPlcw) =3lcw' e E,} 1 12 1/3 1/j
Plcw = 64w e E,} 0 12 13 1/j
Plcw" = 128cw e E, | 0 0 1/3 1/
Plcw!™ = 256/cw!™ ¢ E,} 0 0 0 G-3)j

The average virtual transmission time in asymptotic cotagged station before a successful transmission gt thel )th
ditions is completely defined by the relationships defined iiteration. When the tagged station experienkesollisions it
Lemma 3. However before being able to compute the virtuaill use ~ + 1 contention windows (CW) selected according
transmission time we need to estimate the parametdthe to the IEEE 802.11 backoff algorithfm(see Table I1). To
next section presents an algorithm to derive this parameter. compute the average window size for the next iteration we need

the contention-window size distribution that is derived in the
A. AverageContention Window Estimation following lemma.
The average contention window size of the standargl€Mma 4: By denoting witl;, the set of contention win-

protocol is estimated by focusing on a tagged station afgWs used by thaggedstation when it experiencéscollisions
computing the average contention window used by this statidtfore @ succe;sful transmission, it follows that
Specifically, we use an iterative algorithm that constructs P{CW““) :CWJ}

the sequence{ E[CW™] n = 0,1,2, ...}. E[CW] is ‘ ‘ j

the limiting value of this sequence which is approximated (1 —pgijﬁl)) - (pgijﬁl)) j=0,12

by the value E[CW™)] where# is the first value such that = ; (5)
|[E[CW™] — E[CW=Y]| < . The first value of the (pgi;ﬁl)) j=3

sequence, E[CW(?], is the minimum average contention, hare

window (i.e., E[CW®] = 32 unless explicitly stated), and -y _ 59.

E[CWY] = w(E[CW?)); E[CW ] is the tagged CWO _ o

station’s average contention window computed by assumingCW; _ 12é;

that all stations in the network transmit with probability CW4 = 256.

P = 2/(E_[CW(Z)] +1). _ _ _ ) Proof: By exploiting conditional probabilities
We now introduce the relationships that define the function (i+1)

U (E[CW D)) by focusing on a tagged station. When the tagged P {CW = 37}

station transmits, it experiences a collision if at least one other o ‘ ‘
station tries to transmit as well. The probability of a collision at = Z P { CWiHD) = a:‘ CWiHD ¢ Eh}
the (¢ + 1)th iteration is thus h=0

P {CW@“) c Eh}

. M-1
P =1-(1-p0)" (4) | | o |
where P{CW D) = z|CW*D ¢ E,} is obtained consid-
From (4) it follows that before successfully transmitting @ring the behavior of the backoff algorithm (see Table I11).
packet, the tagged station will experienkecollisions with
probability P{NUFY = n} = @l .1 — pitb),

coll coll

“4The values reported in the table are obtained by assuming 32 as the minimum
contention-window size. The extension 81"’ distribution when 8 is the

coll

where N+ is the number of collisions experienced by theinimum contention-window size is straightforward.

coll
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We now prove that TABLE IV
( ) AVERAGE CW ESTIMATION
1)
Plow@t ¢« g | = (h+1)-P {NCOH — h} 6 Simulative Analytic
€ by = G+D) - (6) M=2 3336 (34.05, 34.48) 33057624
E |:N(‘,011 } +1 M=3 36.30 (36.14, 36.48) 36.196237
M=5 40.69 (40.16,41.21) 40.524780
To this end, let: indicate the number of consecutive successfu M=10 50.56 (49.83 , 51.30) 51.042

. : M=50 104.6 (104.1, 105 104.7
transmissions performed by the tagged station, gnthe ith M=100 144.4 ((143.8, 145.%) 145
n

successful transmission interval, i.e., the time interval betwee
the end of th€! — 1)th andith successful transmissions. Hence 0.5+
it follows that

o)
4 2 94
P {CW(ZH) € Eh} %
. C o6
(h + 1) . Z I[Sl contains h collisions} 0.5
= lim =1 .
k—oo | k 0.4
Z(Z + 1)2 I{Sz contains z collisions}
z=0 =1 0.3 -
Equation (7) is obtained as the ratio between the numk Va0, Analv . Me10. Simmula
. N . ‘—D_ =10, An C TS =10, Simuiative
of contention windows belonging to a successful tran: 0'2'%{ Y
mission interval that exactly contains collisions and the . l_ﬁ AT M50, Analytic T @ M=50, Simulative
total number of contention windows. By o(bse)rving tha ' g oo M=100, Analytic  =-=E--= M =100, Simulative
. k i+1
hlnk—)oo(Zl:l I{Sz contains z clollisions} /k) .: P{NCCZ)H . = Z}’ 0 T T ] 1
(6) follows from (7). Equation (5) is finally obtained from ° g 2 Z 8
(6) VEIJEH) routln_e algebralc(:i+nl1)an|pulat|ons by observing the Packet size (Slots)
E[Ncoll ] + 1= (1/(1 ~ Peon )) <>

By exploiting (4) and Lemma 4 we have completely definedig. 2. IEEE 802.11 MAC protocol capacity (analytical and simulative
the U(E[CW]) from which we can construct the sequencestimates).
{E[CW™], n=0,1,2,...}. As stated beford E[CW )] — _ .
E[CWD]| < e is the stopping condition of the iterative al- . F|g._2 plots the MAC protocol capacity for three network con-
gorithm. In Appendix B we prove that the algorithm always corfigurations (4 = 10, 50 and 100) and average packet lengths
verges. ranging from 2 slots¢ = 0.5) to 100 slots ¢ = 0.99). The
Simulative experiments have been used to validate the itfgure reports for each network configuration both the analyt-
ative algorithm that estimates the average window size of tlf&! and exact estimates of the IEEE 802.11 capacity. Exact es-
standard protocol. Specifically, we consider a large set of néfnates are obtained by simulating the standard protocol, while
work configurations with\/ ranging from 2—100, and we com-the analytical estimates are derived from (8) usipyalue gen-
pare the simulative estimates of the average contention wind8lting the same average contention window (see Section II-A).
with our analytical estimates. Results are obtained assuming thgg results obtained indicate that:
packets have a geometric distribution with parameter0.99. 1) The p-persistent model provides a close approximation
As shown in Table 1V in all experiments the simulation con- of the real behavior and in all experiments the analytical
fidence interval (confidence level 90%) contains the analytical ~ results are slightly higher than the simulative results.
estimate. The results presented in Table IV also hold for ather 2) As expected the capacity decreases wherincreases.

values. Our analytical estimates do not depeng,avhile sim- This is obviously due to the increase in the collision prob-

ulative results for otheg values do not significantly differ. ability as the backoff mechanism does not take into con-
sideration the number of active stations.

B. Capacity Results 3) For short packets the capacity is heavily affected by the

Noting thatpmas — 7/%,, from (3) and Lemma 3, (8) fol- protocol overhead (e.g., DIFS, SIFS and ACK).

lows (shown at the bottom of the page). By computing the ay-
erage contention window size, and hepewith the algorithm [1l. ANALYTICAL BOUNDS ON THEMAC PROTOCOL CAPACITY

presented in Section II-A we are now able to evaluate the MAC In this section we show how to improve the efficiency of the

protocol capacity. protocol by modifying the backoff mechanism. To achieve this
m
Pmax = M M—1 (8)
1-— 1—(1-— — Mp(1-—

Mp Mp(1 — p)M—1
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6500 ¥ TABLE V
. : CAPACITY COMPARISON
- M=10
6400 -
.......... M=50 M q Punin P
6300 M=100 analytical 1EEE 802.11
bound
6200 4 100 0.5 0.00512421 0.20431174 0.13153
100 0.6 0.00482653  0.23756202 0.14996
6100 100 0.7 0.00443964 0.2846589 ~ 0.17231
........................... 100 08 0.00389767  0.35730709 0.20499
c000 100 0.9 0.00302636  0.48884906 0.25033
T T ) T 1
0 00025 0.005 0.0075 001 00125 0.015 00175 002 100 0.99 000110092 0.81975716 0.33392
50 0.5 0.01027588  0.20480214 0.16087
P 50 0.6 0.00968063 023812105 0.18398
50 0.7 0.00890659  0.28529364 0:21704
Fig. 3. t,(p) function for differentM values(¢ = 0.99). 50 0.8 0.00782155 0.35807023 0.27022
50 0.9 0.00607569  0.48974405 0.34303
we exploit the analytical model of thepersistent IEEE 802.11 ?g 0(;959 000221207 082040270 0.4658
protocol. For this reason the theoretical results, derived hei 10 0'6 g'gizz 2332 gigiig:g 2 00'2112142
after, hold for thep-persistent IEEE 802.11 while, for the stan- ’ ’ ‘ )
dard protocol, they provide approximations that will be vali 07 0.04568773 029067143 0.26138
dated via simLJIation 10 0.8 0.04021934  0.36440306 0.3306
o _ 10 0.9 0.03135553  0.49716024 0.45636
The protocol capacity is the ratio between the average pacl ¢ 0.99 0.01149814  0.82571810 0.71355

length and the average virtual transmission time. Hence, for a

given packet length distribution, the maximum value of the ca-

pacity corresponds to the minimum value of the average virtuetlage number of stations that transmit in a slot increases with
transmission time. M and this causes an increase in the collision probability.

In this section, we identify the theoretical upper bounds on

the MAC protocol capacity. Specifically, these bounds are op; CW ., = 8
tained by minimizing the analytical formula of the average vir- ) ) i
tual transmission time. As shown by the formulas derived in AS Mentioned in Section |l we assume tay ;. = 32. In
Section Il,#, is a function of M, p, ¢. Our study is performed ,th's section weremove t!‘ns assumption by setting i, = 8,

by fixing the A/ andq values, and by analyzing the relationshib'e" the Va'“? |nd|cat_ed in the current standard document [1.2]'
betweent, andp. With a standard technique we found the The aim of this study is twofold: 1) we ana_llyze how the capacity
value that provides the minimum of thg(p) function. depends on th&W ,,;,, value; and 2) we investigate the accu-

. . - racy of our analytical model by changing th&V ,,,;,, value.
va:zlgég shows the, () function forg = 0.99 and severall As far as point 1) is concerned, Table VI indicates that in our

o ) ] configurations decreasing the minimum value of the congestion
The longt, time intervals obtained with “smallj values are ingow results in a capacity reduction. This can be explained

mainly due to the high number of empty slots before a transmiss5use of an increase in the collision probability.

sion. Obviously, in this case, the probability that two stations the resylts presented in Table VI also indicate that our model

start transmitting at the same time is negligible. At the other €Xfovides an accurate characterization of the IEEE 802.11 pro-

treme (i.e., long, time intervals obtained with *larggfvalues) - 1,co| capacity also when the backoff is binary exponential in the
we have a significant number of collisions before a success]‘,%ge 8, 256].

transmission. The minimum @f, corresponds to @ value for
which these two effects are “balanced.”

Table V compares, for several network configurations, th%'
IEEE 802.11 capacity with the analytical bounds. The table alsoln a local area network the number of active stations is gen-
reports the value gf that maximizes the analytical estimate o€rally quite large and throughout this paper ten is assumed to be
the capacity..i,)- The results show that for almost all configu-a lower bound on this number. However, sometimes only a few
rations the IEEE 802.11 capacity can be improved significant{5) nodes are active and are able to saturate the network. In this
by adopting a contention window whose average size is idergection we investigate the behavior of the IEEE standard in these
fied by the optimap value, i.e. . E[CW] = 2/p — 1. configurations, see Table VII. Specifically, the table reports the

As highlighted by Table V, the distance between the IEEEEE 802.11 capacity estimated both with simulation and with
802.11 and the analytical bound increases WithTable V also our analytical model. The results indicate that the model is ac-
indicates that the analytical bound, for a givgwalue, is ob- curate for these network configurations as well. Furthermore,
tained with a quasi-consta/ - p.,;,,) value, i.e., the average by computing from our model the analytical bounds we observe
number of stations which transmit in a slot is quasi-constant. fimat still in this configuration the standard protocol capacity may
the IEEE 802.11 protocol, due to its backoff algorithm, the awe far from the theoretical limit.

Networks With Few Active Stations
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TABLE VI TABLE VI
INFLUENCE OF THECW 1,5, VALUE ON THE PROTOCOL CAPACITY CAPACITY COMPARISONWITH FEW ACTIVE STATIONS
M q analytical IEEE 802.11 M q Punan
model IEEE 802.11 analytic
CWmin=8 CWmin=8 CWmin=32 simulative analytical IEEE 802.11
100 0.5 0.11032 0.10889 0.13153 bound
100 0.6 0.12466 0.12454 0.14996 5 0.5 0.173126 0.21438096 0.170876
100 0.7 0.14389 0.14404 0.17231 5 0.6 0.200820 0.24903995 0.203715
100 0.8 0.17027 0.16998 0.20499 5 0.7 0.250595 0.29794126 0.252469
100 0.9 0.20863 0.20792 0.25033 5 0.8 0.325839 0.37295577 0.330327
100 0.99 0.26203 0.26162 0.33392 5 0.9 0.478436 0.50714662 0.478684
50 0.5 0.13756 0.13661 0.16087 5 0.99 0.797190 0.83278242 0.801773
50 0.6 0.15718 0.15887 0.18398 3 0.5 0.149721 0.22260186 0.150164
50 0.7 0.18316 0.18370 0.21704 3 0.6 0.179338 0.25841151 0.180790
50 0.8 0.21980 021418 0.27022 3 0.7 0.224613 0.30879181 0.226204
50 0.9 0.27474 0.27667 0.34303 3 0.8 0.298570 0.38570563 0.302089
50 0.99 0.35427 0.35815 0.4658 3 0.9 0.448158 0.52197443 0.454202
10 0.5 0.17561 0.17971 0.1818 3 0.99 0.827764 0.84308276 0.830000
10 0.6 0.20370 0.20736 0.21444 2 0.5 0.127616 0.23478146 0.128116
10 0.7 0.24367 0.24605 0.26158 2 0.6 0.154197 0.27229973 0.154788
10 0.8 0.30300 0.31008 0.3306 2 0.7 0.195010 0.32486822 0.196126
10 0.9 0.40130 0.40823 0.45636 2 0.8 0.264802 0.40456838 0.266169
10 0.99 0.56748 0.57716 0.71355 2 0.9 0.414332 0.54379298 0.416618
2 0.99 0.841741 0.85785252 0.846987

IV. IMPROVING IEEE 802.11 GPACITY

The results presented in the previous section indicate that the
IEEE 802.11 protocol often operates very far from theoret-
ical limit. Specifically, the critical point is the average backoff
time that, as pointed out before, uniquely identifies thpa-
rameter value. This is confirmed by Fig. 4 that compares the
capacity (estimated via simulation) of a protocol equal to the
IEEE 802.11 protocol but with a constant contention window

M=10

Capacity

. L ® Optimal window size
size equal to the optimal valu®/p,,,i, —1, where thep,,,;,, value
is taken from Table V. 0.2 ~—————  Analytical bound
The results presented in Fig. 4 show that the IEEE 802.11 pro-
tocol with an appropriate setting of the contention window size 0 T T T T )
(optimal window sizecan reach the theoretical limit. However, © & a < g ]

the pin value, and hence the optimal window size, depends
on both theA! and ¢ values and this implies that the optimal
window size depends on the network load. Thus to approach
the theoretical maximum efficiency the contention window size
must be computed at run time by estimatingMendq values.

In the next section we assume that the valud{ofs known.
This assumption will be relaxed in Sections I1V-B and IV-C.

Packet size (Slots)

M=100

Capacity

A. Improving IEEE 802.11 Capacity whéd is Known

. . . ® Optimal window size
In this section we consider an IEEE 802.11 protocol (here- 0.2
after IEEE 802.11) in which the window size is computed, at ’ ———  Analytical bound
run time, via a distributed algorithm. The algorithm estimates
the window size corresponding to thbeoretical limit As 0 5 v T v T v
stated in the previous section, to approach the theoretical cov ~ = =
capacity thep.,i, value needs to be estimated. In principle, a Packet size (Slots)

station, by observing the channel status can estimate both the

average collision length and the average number of collisiorfdg- 4. 1EEE 802.11 MAC protocol capacity.

hence, with a minimization algorithm, a station can obtain

an estimate ofy,,;,,. This is however very complex from acomputation. To overcome this problem, we present a heuristic
computational standpoint and it is not suitable for a run-timaut simple approach for approximating,;,. Our heuristic is
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based on the observation that the valueg tdwer thanp,,,;.,
correspond to the cases in which the average virtual time
determined above all by th&/[Idle_p] value, whilep values
greater tham.,;, correspond to an average length of the virtuz , , |
time that is mainly caused by collisions. Hence, we propose
approximatep,,;, with the p value that satisfies the following
relationshipe

E[Coll] - E[N.] = (E[N.] + 1) - E[Idle_p]. 9) 0
Note that, for all possible values of the number of stations ai
of the average message length, the selection ofthg value
defined by (9) guarantees that: 1) the average number of cao_, ;|
sions in a virtual time never exceeds one; and 2) the protor .
capacity is always greater than 0 if the message length is fini

To prove 1) and 2) it is useful to introduce the following no 1/(M+1) BRREN
tation: -1 ' L . : . : :
.. . 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
P(0) = P{Transmitting Stations= 0} = (1 — p), ,

P(1) = P{Transmitting Stations= 1} = Mp- (1 — p)M 1,
) ' Fig. 5. FunctionsP(0), P(1), P(2).

and
P(2) = P{Transmitting Stations 2} = 1 — P(0) — P(1). 5
From Lemma 3 we have — o
1—(1—p)M P2 S 44 —0— 11*, g= 0. -
E[Nc]zﬁ—lz% E 802.11%, g= 0.5
p(1—p) v = 0" 80211 qn 099
and 3 -
— (1- P)M s Orer 802,11
E[ldle p| = m “ tslot -
__PO
TP+ PR " o
By substituting the above expressions in (9) and by assumii E _______ o ':r o o
P(1) > 0, it follows that 04 - e © ° ©
P(9) — tslot P(0 Plo 32 64 128 256 512

Let us now analyze th&(2)/P(1) ratio (i.e., theE[N,] value) ) _
around thep,..» point. To this end we study the functiong 9 & FI[N.] comparison.
P(0), P(1), P(2) for p € [0, 1]. Fig. 5 plots these curves . .
for M = 10. P(0) is a monotone-decreasing function with &/[/N.] since we compute these values by assuming the max-
maximum value 1 fop = 0; P(1) is monotone increasing in imum window size, i.e., 256. The figure clearly indicates that
the range[0, 1/M] and is decreasing in the range/M, 1]. in the IEEE 802.11 protocol E[N.] is affected by they value
Furthermore, fop € [0, 1/(M +1)[ P(0) > P(1), while when but is almost insensitive to th&/ value, and for all the cases
p>1/(M+1) P(0) < P(1). Hence ifpin > 1/(M +1) we analyzed,E[N.] is significantly less than one. On the other
haveP(1) > P(0) > P(2) andE[N,] < 1. Letus now analyze hand, the IEEE 802.11 protocol exhibits a completely different
the case in whichy,, < 1/(M + 1). To this end we study the behavior sinces[N.] sharply increases & increases.
behavior of the functiod(1)—P(2); this function is monotone ~ Remark: As shown before when the system operates with the
increasing in the rangge € [0, 1/(2M)[ and decreasing in COMeCtpyin value, the average number of collisions in a virtual
the rangep € [1/2M, 1]. As the function is still positive time(E[N,]) is less than one. Hence whenever a network station
for p = 1/M, we have proved that fop,;, < 1/(M + 1) estimates at®'[ V.| which becomes equal or greater than one it
P(1) > P(2), and hence[N,] < 1. This concludes the proof knows that the value it is currently using overestimatgsin.

of property 1). Property 2) can easily be proved using properfjis could be used to add a safeguard against faulty estimations
1) and (8). of thep value.

The previous results provide an upper bound#iV.] which ~ Pmin Estimation: Equation (9) provides a simple approxima-
holds for all network and traffic configurations. The result§on of thep,,;». To further simplify the computation, itis worth
presented in Fig. 6 show thB[V,] in the IEEE 802.11 and hoting that, for thep values close t@..i, the distribution of
IEEE 802.11 protocols for sever#l andg values. Specifically, the number of colliding stations is almost stationary, and hence

the results related to the IEEE 802.11 are a lower bound &fColl] is almost constant. To exploit this in the computation

we rewrite (9) as
5A similar approximation of the optimal point was proposed in [9] for an
Aloha CSMA protocol. E[Coll] = ®(1dle_p, N.) (20)
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40000 —

Capacity

30000 <I>(Idle_p, N()

.......... E[Coll]

microseconds

20000

10000 -

1
|
0.0005 0.001 0.0015 0.002 =] v =3 wn
N v o~

Packet size (Slots)

100

P parameter

Fig. 7. pmin estimate. =
H
4
TABLE VIII 6
ACCURACY OF THEPmin ESTIMATION ALGORITHM (q = 0.99)
optimal values estimated values
pmin CW pmin CW
M=10 0.01145 175 0.01170 171
M=50 0.00221 904 0.00226 884
M=100 0.00110 1818 0.00112 1785
D
where o A ~ S
E[N.]+1)- E[ldle_p| - g0 Packet size (Slots)
(Idle p, N,) = (B[N +1) - Blldlep] - tior
E[N.]
Fig. 7 shows, forg = 0.99 and M = 100, the relationship —— Analytical bound
betweenE[Coll] and ®(Idle_p, N.) for the values around the
“equ”'br'um pOIntn """" Qreeeree ]EEE 802.11 Value
In the IEEE 802.1% the size of the contention window is
=---O--- TEEE 802.11% value

updated at the end of any virtual transmission time that contains

at least one collision. To update the contention window eaefy. 8. capacity comparisons.
station runs the algorithm which estimagges,, [2]. From p,in
an estimate of the target window size is obtained @£,,in —
1) which is used to update the current estimate of the wind
size (hereafteturrent_cw) using the following formula:

d?Arlotocol markedly improves the standard performance and is al-
ways very close to theheoretical limit

current_cw = oy - currentcw + (1 — a2) - (2/pmin — 1) B. Sensitiveness to the Number of Active Stations

wherea; € [0, 1] is a smoothing factor. Throughout this paper The results presented in the previous section show that the

the default value of the smoothing factor is 0.9, meaning th@geE 802,11 protocol significantly improves the IEEE 802.11

90% of the current estimate is from the previous estirhate.  \MAC protocol capacity and it is very close to the theoretical
Table VIl compares the values @y, obtained by mini-  |imit of the p-persistent IEEE 802.11 MAC protocol. These re-

mizing the virtual transmission time and thg., values esti- gyjts were obtained under the following assumptions:

mated by computing the value pthat satisfies (10). The results 1) the value of¥ is knowna priori:

show that the approximation error is very small and this results 2) no hidden terminals. ’

in estimated contention windows that are always less than 30/% this section, we relax the first assumption. The analysis

lower than the optimal. o ) . .
. of the sensitiveness to hidden terminals is postponed to Sec-
To evaluate the capacity of the IEEE 802f1firotocol we tion IV-D postp

simqlate its behavior for. severM 'andq values. The results The above results indicate that the behavior of the IEEE

_o_btamed are plotted in Fig. BThis figure compares the_ capacgnp 11+ protocol is almost ideal if the number of active stations

ities of the IEEE 802.11 and IEEE 8021 protocols with the . ; ;

th tical bounds. Th hs indicate that the IEEE 862 1| the network is equal to the value éf used in thep,,;,
eorefical bounds. The graphs indicate that the "~gstimation algorithm. This is a strong assumption as, in a real

6The use of a smoothing factor in the estimation of a network figure is wid&etwork, the number of active stations is highly variable. Below
spread in the TCP protocol where the smoothing factor 0.9 is the recommenggd analyze the sensitiveness of the IEEE 802.tapacity to

VaLL‘:":u[elgga.rformance analysis of the IEEE 802.11 reported in the figure ha'ﬁ/r(]ee number of active stations. Specifically, the real number of
been obtained by assumingW... = 32. As shown in Table V, when active stations is 10 or 50, while the IEEE 8021 firotocol

CW i = 8 the protocol capacity decreases. performs thep,,;, computation assuming atd value equal to
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Fig. 10. Steady-state behavior of estimation algorithm.

by exploiting our analytical formulas we are able to exactly
compute the number of active stations provided that the average
number of the empty slots in a virtual transmission time is
known. Specifically, by denoting wittiotal Idle_p the average
number of empty slots in a virtual transmission time, from the
formulas derived in Lemma 3, we have

1 —
Total Idle_p = (E[N,] + 1) - E[ldle_p] = Voo £
-p

from which we get

1-p

= - & 11
p - Total Idle_p (11)

By noting that each network station can estimate (by observing
the channel status) the number of empty slots in a virtual trans-
mission time, from (11) the paramet&f can be tuned at run-

time.

the maximum number of possible active stations in the networkIn this case too, to avoid sharp changes in the estimated value
(M = 100 in our experiments). of M we adopt a smoothing factar = 0.9. Specifically

The results presented in Fig. 9 indicate that the efficiency of A
the protocol remains very close to the theoretical bound also estimated_M;y; = « - estimated_M; + (1 — «) - M;
whenM is two times greater than the real number of active sta-
tions. Furthermore, in this case, although the IEEE 802drb- Where(estimated_M;) is the estimated/ value used in théth
tocol has an erroneous estimate of the number of active statiorigual-transmission time, andl/; is the value computed at the
it is still more efficient than the standard protocol. By further inend of theith virtual-transmission time, by applying (11) to the
creasing the distance betwekhand the real number of activetotal idle period measured in that transmission interval.
stations, the efficiency of the IEEE 8021 Jrotocol signifi- To analyze the effectiveness of thé estimation algorithm,
cantly degrades. For example, in the case of ten active statioves run several simulation experiments in whigh is initial-
assumingM = 100 makes the IEEE 802.11capacity unac- ized to 100 but there are significantly less active stations in the
ceptable. Thus we can conclude that, without a run-time estietwork. Specifically, Fig. 10 shows the estimated valudbf
mate of the number of active stations, the IEEE 802.pto- in two cases: 10 and 50 active stations. As the figure clearly
tocol does not always perform better than the standard. For thi®ws, in both cases the estimated value quickly starts to os-
reason in the next section we extend the IEEE 802 drbtocol cillate around the real number of active stations. Even though
with a simple algorithm that estimates the number of active stie oscillation range may appear quite large it is worth remem-
tions. bering (see Section IV-B) that even with an estimatédavhich
is twice the number of active stations, the protocol capacity is
close to its theoretical bound.

Finally, we also investigate the effectiveness of ftieesti-
In [1] the authors propose an approximate method fonation algorithm in a network when there is an upsurge in the
estimating, at run-time, the number of active stations. Heneymber of active stations. Specifically, we analyze a network

C. Run-Time Estimate of the Parameter Value
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2 180 virtual time 1 virtual time 2 virtual time 3
160 a)
~—
=
E 1404
% b)
= 120
100 -
773 collision success false collision
80 due to hidden ACK
60 - Fig. 13. Sample sequence of virtual times. a) No hidden terminals. b) Missed
40 ACK due to a hidden terminal.
20+ . . . .. . .
802.11" with estimatedd/.” This additional curve is obtained
0 (via simulation) by starting the network simulation with =

100 and 10 active stations. During the simulation, each station
updates the\/ values by applying (11). The figure shows that
Fig. 11. M estimate with bursty activation/deactivation. estimating the number of active stations according to (11) solves
the inefficiencies of the IEEE 802.11protocol caused by a
wrong initial M value.

Time (sec.)

Number of active stations = 10 D. Sensitiveness to Hidden Terminals

Capacity

The IEEE 802.11 protocol is based on some statistics ob-
tained by observing the wireless medium. Since the hidden sta-
tion phenomenon [19], [5] may make carrier sensing unreliable,
in this section we study how hidden stations affect the perfor-
mance of our protocol by causing erroneous statistics. Specifi-
cally, in this section we analyze the impact on our protocol of
the following events that may occur when hidden stations are
present: 1) missed ack; 2) carrier sensing fault; and 3) not-de-
tected transmission. These events are explained below.

MISSED ACK: Our protocol is based on statistics measured
0 : : : on a virtual transmissign time interval, i.e.., the time i.nterval
° b S 0 between two consecutive ACKs on the wireless medium. As
shown in Fig. 13, the hidden-station phenomenon may cause
a station to miss the ACK, e.g., at the end of the second vir-
tual transmission time in Fig. 13. When this occurs the station
1) observes a longer virtual transmission time interval; and 2)

100

Packet size (Slots)
—{}— Analytical bound

........ ow..m IEEE 802.11 va]ue 5 . A o !
considers a successful transmission attempt as a collision. This

—% IEEE80211* (M=100) phenomehon ha§ no impact on the standard protocol while it in-
terferes with estimates used in our proposal.

=" ®" " IEEE802.11% (estimated M) CARRIER SENSING FAULTThis happens when a station

wrongly senses the wireless medium has been idle while a sta-
tion, which is hidden from its standpoint, is transmitting. For
example, let us assume that two stations, Sgyand S;, are
operating in steady-state conditions with 10 active stationdlidden to each other and both can transmit to a third station,
Suddenly, 90 additional stations become active at the same tip@S-. Whens, is transmitting taS,. the carrier sensing o,

and remain active for about two seconds. does not signal any transmission, and tiysan immediately

The results presented in Fig. 11 show that ffeestima- Starta transmission t8,, as well. This scenario obviously gen-
tion algorithm correctly follows the real value 8f. There are €rates a collision that does not occur in an IEEE 802.11 network
short transients whose length is mainly caused by the smoothihidden stations are not present. This phenomenon negatively
factor a. affects both the standard protocol and our proposal.

We now analyze the capacity of the IEEE 802:Mhen the =~ NOT-DETECTED TRANSMISSIONDur protocol is based
initial M is wrong and the estimation algorithm is used to tun@ statistics measured on a virtual transmission time such as the
at run time, thel/ value. Fig. 12 presents the curves (related @verage collision length. Due to the hidden station phenomenon
10 stations) already plotted in Fig. 9 and the curve tagged “|EEEStation does not observe all the transmissions that occur in the

network and thus it may overestimate the idle-period length and
8Also in this case the default value fad is 100 and hence, as shown inUnderestimates the collision length. For example a station does
Fig. 12, the estimated/ = 10 is obtained after a short initial transient. not detect some of the transmissions involved in a collision and

Fig. 12. IEEE 802.1% capacity when\/ is estimated at run-time.
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TABLE IX TABLE X
IMPACT OF SINGLE PHENOMENON (AVERAGE MESSAGELENGTH 100 S.0TS) IMPACT OF COMBINED PHENOMENA (AVERAGE MESSAGELENGTH 100 S.0TS)
M Hi H2 H3  estimated Capacity M H1 H2 H3 estimated Capacity
M IEEE 802.11+ IEEE 802.11 M IEEE IEEE 802.11
10 0.25 0 0 10.34 0.7857 0.7121 802.11+
10 0 0.25 0 10.28 0.6076 0.5141 10 0.1 0.1 0.1 10.61 0.7162 0.6389
10 0 0 0.25 10.20 0.8022 0.7095 10 025 025 025 10.26 0.5869 0.5086
50 0.25 0 0 52.37 0.7715 0.4646 10 0.5 0.5 0.5 10.48 0.3581 0.3177
50 0 0.25 0 52.36 0.6038 0.3581 50 0.1 0.1 0.1 52.20 0.7006 ©0.4210
50 0 0 0.25 51.68 0.7943 0.4580 50 025 025 025 52.03 0.5720 0.3578
100 0.25 0 0 105.5 0.765 0.3306 50 0.5 0.5 0.5 51.96 0.3422 0.2328
100 0 0.25 0 103.8 0.612 0.2602 100 0.1 0.1 0.1 104.0 0.6810 0.3045
100 0 0 0.25 106.6 0.781 0.3323 100 025 025 025 105.1 0.5719 0.2597
100 0.5 0.5 0.5 104.2 0.3439 0.1760
e 0.039 -

Prob{estimated

T 1

v
=N

100

in this case it may happen that a portion of the collision is cor "~
sidered as idle period. In addition, an idle-period overestimati® .33
also occurs when a successful transmission is not observed £ Of’d‘;;:
to the hidden-station phenomenon. This phenomenonhasno £ 4.¢24-
pact on the standard-protocol behavior while it interferes witz ggf;:
estimates used in our proposal. 0.015 4
The aim of this section is to analyze how the erroneous ne  0-012
work estimates, caused by hidden stations, deviate the IEI o ool
802.11 protocol capacity from the theoretical bounds. To pel  0.003 1 .
form this study we used a probabilistic model by associating RN A A A S A S A S AR G S N A
each phenomenon a probability. Specifically we introduce tt TooonomETEamEesEEEs
following probabilities: X
1) H1is the probability that a station misses an ACK due t@g. 14. Distribution of estimated/.
the hidden-station phenomenon;
2) Hz s the probability that, due to a carrier sensing fault, gecause when messages are long, a carrier sensing fault makes
station does not detect an ongoing transmission, and th4g yyinerable window very large.
(depending on its backoff) it may start transmitting and Taple X presents results obtained in more realistic scenarios
generates a collision; in which all events caused by hidden stations occur with the
3) H3 s the probability that, due to a carrier sensing fauliame probability. The carrier sensing fault seems to be predom-
a station does not detect an ongoing transmission. EV@Rnt: the protocol-capacity values obtained wifh = H2 =
though the station does not start a transmission, this evep — o 25 are very close to those obtained withl = H3 =
may cause an overestimation of the idle-period length.g andf2 = 0.25.
The three events described above may all occur in the sam&hen we considered the combined impact of the three
transmission but the carrier sensing fault, if it occurs, must legents, and 10 active stations, the standard protocol capacity is
considered before the other two as it causes a real change inrtbefar from the IEEE 802.11 protocol capacity. This can be
channel status observed by all the stations. On the other haghlained by remembering that in this load condition (without
the two other events do not change the channel status but geidden stations) the standard protocol is not far from the theo-
erate biased estimates. retical bounds. When the number of active stations increases
In the following we analyze the impact of hidden stationthe enhancement in the protocol capacity achieved with the
on the protocol capacity. This study is first performed by asEEE 802.1% protocol becomes more and more marked. As
suming that the network traffic is made up of long messages ompserved before, the IEEE 8021 protocol capacity is almost
(average message length 100 slots). This study is performesensitive to the number of active stations while the Standard
by considering different numbers of active stations, iM.= protocol capacity decays with the increase of this number.
10, 50 and 100. Table IX analyzes the sensitiveness of the proFinally, to better investigate the impact of the hidden-station
tocol capacity to the three events (identified before) that occpinenomenon on th&/ estimation process we analyze the distri-
when there are hidden stations. To this end, we first assuimgion of theM estimates. Specifically, results plotted in Fig. 14
that each event occurs in isolation to understand its importarare obtained with 50 active stations aid = H2 = H3 = H.
(even though this condition does not occur in a real envirofihe figure indicates that the mass function always has a bell
ment). Results reported in the table indicated that all events habape with an average close to the real value. Furthermore, the
a very limited impact on thél/ estimation process and thusrange of thel/ estimates is approximatel§.5- M, 2- M| and,
the IEEE 802.11 protocol capacity is always better than thas shown in Section IV-B, using a¥ value in this range does
standard-protocol capacity. Among the three events occurringt significantly degrade the IEEE 8021 performance.
with hidden stations, the carrier sensing fault is the predominantTable XI extends the previous analysis to a network traffic
factor in reducing the protocol capacity. This can be expectethde up of short messages (2-slot is the average message
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i TABLE XI is sufficient to guarantee low collision probabilities, the stan-
M = 30 AND AVERAGE MESSAGELENGTH 2 3.0TS dard backoff algorithm is generally adopted. On the other hand,
H 02 H3  ecstimated M Capacity When the network congestion in.creases_, by deferring the trans-
IEEE 802.11+ IEEES802.11  MISsions, we use a contention window with the right size for that
0.25 0 0 52.68 0.1938 0.1592 load condition without paying any collisions cost, as it occurs
0 025 0 33.84 0.1712 0.1426 in the standard. The exact definition, evaluation, and integration
0 0 025 52.55 0.2008 0.1605 . \EEE 80211 network interf £this two-step backoff al
o1 ol ol 53.04 0.1863 0.1527 inan [EE -LLnetworkinteriace orthis two-step backort al-
025 025 025 52.86 0.1756 0.1403 gorithm is an ongoing activity.
05 05 05 54.44 0.1471 0.1207
APPENDIX A

: - . : . . PROOF OFLEMMA 3
length). This case is investigated assuming 50 active stations.

Results obtained confirmed the previous observations. Specif-émma3: Assuming that for each station the backoffinterval
ically, the M estimation process is accurate and the carritsrSampled from a geometric distribution with parameter
sensing fault phenomenon produced the highest reduction in IN,] = 1-(1-pM

the protocol capacity but, as messages are short, its impact is - Mp(1—p)M-1 -1 (A1)
less marked if compared with the long-message case. E[Coll] = tslot
11 =M+ Mp(1 - p)M—1]
V. CONCLUSION o . 1AL

In this paper, we have investigated criteria to improve the pro- ) Lz_:l - [ =pg)" = (A =pg" "]}
tocol capacity of a IEEE 802.11 network by tuning its backoff = Mol
algorithm. _Mp=p)TT (A2)

We have analytically derived a theoretical limit of the pro- 1—9q
tocol capacity for @-persistent IEEE 802.11 protocol. Further- (1—p)M

more, we have shown that this theoretical limit can be closelyZ[ldle_p] = (A3)

approximated by a IEEE 802.11 network by choosing a backoff .
) . S . . Proof:

window size that balance collision and idle period costs. In the )

standard protocol the tuning of the backoff window size is ob- * £[Ve] computation N o

tained at the cost of collisions. Furthermore, this tuning occufadicating with Peonision the probability that a collision occurs

independently for each transmission. This means that in ovépnditioned to at least one transmission in the slot, and with

load conditions a station tends to experience a large number&ficcess the probability of a successful transmission we have

1
—'tso
T-(-p

collisions before its window has a size which gives a low colli- Poonision = P{Transmitting Stations> 2|
sion probability. This is the main reason why the capacity of the Transmitting Stations> 1}
standard protocol is often far from the theoretical limit. (1= oM _ Mol — M-1
) . _1-(1-p p(1—p)

In this paper we have adopted theersistent backoff algo- = I—(1-pM , (A4)
rithm to show that it is possible to tune at run time the backoff P

. : . . : a|i1d
window size to obtain a capacity very close to the theoretical . _
limit. The purpose of this study was not to propose gheer- Psyecess = P{Transmitting Stations- 1
sistent backoff algorithm for the IEEE 802.11 protocol but to Transmitting Stations 1}
show that it is possible, by observing the network status, to Mp-(1—p)M-1
estimate the average backoff window size that maximizes the =T 1-pM (AS)

throughput. This estimation procedure can be exploited ingy, (A4) and (A5) we derive the distribution of the number of
IEEE 802.11 network to select, for a given congestion levelyisions in a virtual timeP{N, = i} = Pi .. - Psuccess

the appropriate size of the contention window without paying_ g 1 2 ... From this distribution with standard algebraic
the collision costs. Several solutions can be devised which H&nipulation (A1) is obtained. o
still based on the binary exponential backoff of the standard and E[ldle_p] computation
use the knowledge of the optimal window size to improve its. i - . -
performance. For example, a solution can be organized in tﬁ@cé a station can start a transmission with probabyliwe
steps. In the first step the binary exponential backoff of the sta Ave:

dard is used to identify the slot in which a given transmission P{0 Transmitting Stations in a slpt= (1 — p)"'.
could occur (i.e., the slot corresponding to a backoff countéfat least one Transmitting Stations in a $let 1 — (1 — p)™.
equal to 0). In the second step the optimal window size criteljifonce

is applied to determine if it is wise to use the identified slot or 0 ‘

it is better to defer the transmission. This decision is based on E[ldle p] =tao - [1 = (1 —p)M]- > i - [(1—p)MT

time spent in the backoff: a transmission is deferred if the cur- =1
rent average window size is below the optimal size for the cur- _ (1-p™ ot
rent load condition. This means that in light and medium load 1-(1-pM stot-

conditions, in which the window size defined in the standard &
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» E[Coll] computation sible value, it follows thap‘® is the maximum of the trans-
Since the IEEE 802.11 does not implement a collision detectiorission probability. Hence, according to (ﬁigl (pggl =1-
mechanism, once a collision occurs it lasts until all the colliding. — p(®)*~!) is the maximum of the collision probability.
packets have been completely transmitted. Hence, the collisidne to the monotonic property #[CWHD] it follows that
lengthColl depends on the number of colliding packdts and  E[CW Y] which is a function obgl, is the maximum value of
it is equal to the maximum length. the sequenc@E[CW(“fl)]},

Coll = max{Ly, Lo, ..., Ly,, } Note that if E[CW V] = E[CW©], e.g., whenM/ = 1, the

. ; Igorithm immediately ends.
where L; is the length of a packet and according to our h)f”—1 1 () N 1
potheses the packet lengths are i.i.d. sampled from a geometri hen E[CW ] 1> E[CW™] we h'avep((2)> > pt), where
distribution. P = 2/(B[CW™] + 1. Hence, sincaregy = 1 — (1 -
Hence p®)M-1 52 is lower thanp'), and, from the monotonic
M property, we have
>_ P{Coll=m|Ng, =n} E [CW“J)} <E [CW(Q)} <E [CW(”} . (B3)

n=2

oo

E[Coll] = taor - »_ m-

m=1

We now prove that when = 3

- P{Nep = n|Nep > 1}| (AB) E [CW(Q)} <E [CW(?’)} <E [CW(”} . (B4

where Remembering thap) = 2/(E[CWY)] + 1) andpUtY =
P{N., =n|N., > 1} 1—(1-pW)M=1 from (B3) it follows thatp® > p® > p»),
L= tep cp | . . . . (1) (3) (2) . .
which in turn impliesp. ;; > poon > Peone The relationship
< )p"(l —p)M P > ), > p) induces relationship (B4) due to the mono-
= (A7) tonic property.
Y (1 — M—1 ‘
L= =pY 4+ Mp-(1=p)¥™] Let us now assume thatZ[CW“*+1)]} is alternating for all
valuesn < 7 and we show that it is still alternating far= 7.
P{Coll = m|Nep = n} = P{max{Ly, L, ..., Ln} =m}  gpecifically, we have to prove that

which after same algebraic manipulation can be written as 1)

and

L=g¢™)" = (L—g")" (A8). Elowm2] <p[ow®] < p[ow@D)]
By substituting (A7) and (A8) in (A6), after some algebraic ma- 7 is even
nipulation, (A2) is obtained. & 2)
APPENDIX B E [CW(H_I)} <E [CW(H)} <E [CW(H_Q)}
CONVERGENCE OF THESEQUENCE E[CW (1] 7 isodd.

To prove the convergence of the algorithm we first show The proof of both cases follows the same line of reasoning
that E[CW (1] is a monotone-increasing function pf 1.  used form = 2 andn = 3 and is therefore omitted. &
This immediately follows by exploiting (5) and computing From Lemma B1 it directly follows that the sequente=
E[CW Y], specifically |E[CWHD] — E[CW @] is monotone decreasing, and since

(i+1)] _omp (i+1)>3 {d,.} is lower bounded by zero, the iterative procedure is con-
E [CW } =256 (p coll vergent.
) 2 )
. (i+1) . (i+1)
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