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QoS Routing in Multihop Wireless Networks

Long Le, Member, IEEE, and Ekram Hossain, Senior Member, IEEE

Abstract—We consider the problem of quality-of-service (QoS) routing in multihop wireless networks, where data is transmitted from
a source node to a destination node via multiple hops. The key component of any QoS routing algorithm is the route discovery task,
where a good route with sufficient radio resources needs to be found, and resource reservation needs to be performed in such a way
that the end-to-end QoS requirements are satisfied. The route discovery essentially involves the link and path metric calculation,
which depends on many factors such as the physical and link layer designs of the underlying wireless network and transmission
errors due to channel fading and interference. The task of link metric calculation basically requires us to solve a tandem queuing
problem, which is the focus of this paper. We present a unified tandem queue framework, which is applicable for many different
physical layer designs. It considers the multirate transmission feature in the physical layer and automatic repeat request (ARQ)
protocol for error recovery in the link layer. We present both exact and approximated decomposition approaches. Using the queuing
framework, we can derive different performance measures, namely, end-to-end loss rate, end-to-end average delay, and end-to-end
delay distribution. The proposed decomposition approach is validated, and some interesting insights into the system performance are
highlighted. We then present how we can use the decomposition queuing approach to calculate the link metric and incorporate this
into the route discovery process of the QoS routing algorithm. The numerical results for the proposed QoS routing algorithm using the
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queuing framework are presented, and the impacts of different system and QoS parameters on network performance are
investigated. The extension of the queuing and QoS routing framework to wireless networks with class-based queuing for QoS

differentiation is also presented.

Index Terms—Tandem queue, end-to-end quality of service (QoS), QoS routing, cross-layer design, multirate transmission, automatic

repeat request (ARQ), multihop wireless networks.

1 INTRODUCTION

MULTIHOP wireless networks are emerging as important
components for future generation wireless systems
[1], [2], [3], [4]. Although the problem of cross-layer
performance modeling and analysis of single-hop wireless
networks such as conventional cellular networks has been
addressed in the literature [5], [6], [7], the analysis and
optimization of multihop wireless networks with quality-of-
service (QoS) constraints is an open research problem.

In multihop wireless networks, routing is one of the key
research problems. The QoS constraints of many wireless
applications make the routing problem even more challen-
ging [8], [9]. One of the most important components of any
QoS routing algorithm is the route discovery task, where
link/path metric calculation and resource reservation
should be performed such that the required QoS require-
ments are satisfied. Typical end-to-end QoS metrics such as
delay and loss rate depend on the queuing dynamics at
each node along the route, which again depends on factors
such as traffic arrival pattern, physical and link layer
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designs, and transmission errors on the wireless channel. A
complete tandem queuing model, considering the traffic
arrival process along with the wireless channel and the
physical/link layer parameters, would enable us to design
and analyze the performance of QoS routing algorithms in a
multihop wireless network.

For QoS routing, the performance metrics should be
measured or calculated in a timely manner so that the
routing algorithm can adapt to the system dynamics. In fact,
QoS routing has been an active research topic over the last
several years. Typical routing metrics adopted in the
literature are bandwidth and delay [8], [10], [12]. Although
bandwidth can usually be quantified, existing work in the
literature usually assumes that routing algorithms have the
capability of estimating the link delay. In addition, the end-
to-end loss rate is usually ignored.

In this paper, we present an exact queuing model to
analyze a tandem of queues, where batch traffic arrival
process, multirate transmission in the physical layer, and
automatic repeat request (ARQ)-based error recovery in the
link layer are taken into account. This multirate transmis-
sion leads to a queuing model with state-dependent service
rate. We assume per-flow queuing along the routing path,
for which a separate queue is maintained for each flow.
Since the computational complexity of the exact model is
very high, we propose a decomposition approach for the
tandem queue. Using the decomposition approach, we can
calculate the performance measures such as end-to-end
loss rate, average delay, and delay distribution with much
lower computational complexity. We then show how the
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decomposition approach can be incorporated into a QoS
routing protocol so that the end-to-end QoS requirements
are satisfied. Then, we extend the per-flow queuing-based
QoS routing framework to a class-based queuing and QoS
routing framework, which supports a finite number of
service classes with differentiated QoS requirements.

The rest of this paper is organized as follows: Section 2
presents the background and related work in the literature.
Section 3 describes the system model. An exact tandem
queuing model is described in Section 4. Section 5 presents
the decomposition approach for the tandem queue. The
application of the proposed decomposition approach for
QoS routing is presented in Section 6. Numerical results are
presented in Section 7. Extension of the per-flow queuing-
based QoS routing framework to class-based queuing
implementation is presented in Section 8. Some further
discussions and extensions are presented in Section 9.
Section 10 states the conclusions.

2 BACKGROUND AND RELATED WORK

Routing in wireless ad hoc networks has been an active
research topic for the last several years [9]. Most of the
routing algorithms in the literature find the routes for
incoming connections based on the minimum hop count
without any QoS guarantee. QoS routing, on the other hand,
is an important subclass of routing algorithms where some
specific end-to-end QoS requirements must be satisfied [8],
[10], [11], [12]. Routing algorithms can also be classified as
being of either single-path [16], [17], [18], [19], [20], [21],
[22], [23] or multipath type [24], [25], [26]. Although
multipath routing usually offers better load balancing, it
incurs more overhead. In addition, compared to single-path
routing, it is more difficult to provide QoS assurance for
multipath routing.

One important component for any routing algorithm is
the route discovery task, where good routes from the source
node to the destination node are to be found for data
delivery. For route discovery, each node maintains a
routing table, which contains the routes to all other nodes
in the network. The route update is performed periodically
to keep track of the changes in the network topology and
traffic load in the network [20]. To reduce control overhead
and memory requirements, several hierarchical routing
schemes were proposed in the literature [17]. Hierarchical
routing schemes basically group wireless nodes into
clusters, where intracluster and intercluster routes are
found separately in different hierarchical levels of the
routing architecture. For on-demand routing algorithms,
route discovery is only performed when there is a demand
to establish a route for an incoming connection [21], [22],
[23]. Since on-demand routing scales well with the network
size, most of the routing algorithms adopted by the IETF
MANET Working Group belong to this routing category.

For on-demand QoS routing algorithms, link and path
quality metrics are required in the route discovery phase to
find good routes for an incoming connection. The two most
popular QoS metrics for existing routing algorithms are
bandwidth and delay [8]. In [10] and [12], the authors
assumed that link delay can be estimated/measured with
certain uncertainty. In practice, QoS metrics such as delay
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and loss rate can be calculated under realistic physical layer
and link layer designs, considering the queuing dynamics at
each of the nodes along the route to the destination. This
leads to a tandem queuing problem, which is the focus of
this paper. The queuing framework proposed in this paper
captures the multirate transmission in the physical layer
and the ARQ-based error recovery in the link layer. A
recent work in the literature incorporated the retransmis-
sion effect due to an ARQ protocol into the link metric [18].
This work, however, did not consider any end-to-end QoS
guarantee for incoming connections.

A tandem queuing model is also useful for evaluating
the end-to-end performance for multihop wireless networks
[27]. There are some tandem queuing models proposed in
the literature. Tandem systems of two queues were
modeled in discrete time in [28]. The end-to-end delay for
time-division multiple access (TDMA) and ALOHA multi-
ple access schemes was approximately derived in [29] for
multihop networks, assuming constant bit rate traffic. The
throughput of a tandem queuing system was investigated
in [30]. In [31], the authors proved the concavity property
for the throughput of tandem systems with buffer. How-
ever, the dynamics of arrival process and buffer overflow in
the first queue in the tandem system were not considered.
In [32], a decomposition approach for tandem queuing
systems with blocking was proposed. A network calculus
approach for statistical QoS provisioning of communication
networks was proposed in [33]. Mainly proposed for wired
networks, this approach, however, cannot be directly
applied to wireless networks with sophisticated physical
and link layer designs.

Since there are diverse techniques employed in the
physical layer of different wireless standards, the notion of
bandwidth depends on the underlying wireless technology.
A physical channel can be provided by a spreading code in
code-division multiple access (CDMA) systems [35], a
subcarrier in orthogonal frequency-division multiplexing
(OFDM) systems [15], or simply a frequency band in
frequency-division multiple access (FDMA) systems [36].
Each of these physical channels may be divided into equal-
sized time slots, and different time slots may be used for
transmissions on different links in a common neighborhood
(i.e., in CDMA-TDMA, OFDM-TDMA, and FDMA-TDMA
systems).

The tandem queuing model presented in this paper can
be applied to different wireless technologies, where
different amounts of bandwidth can be allocated to each
transmission link of the tandem system. The proposed
decomposition queuing model is “distributed” in nature,
and therefore, it can be incorporated into the route
discovery component of a QoS routing algorithm. The
proposed queuing and QoS routing framework provides a
unified solution for the problem of QoS provisioning in
multihop wireless networks, which has not been thoroughly
treated in the literature so far.

3 SysTEM MODEL

3.1 Network Model

We consider a multihop wireless network with multiple
ongoing connections, each of which spans several hops.
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Fig. 1. A multihop wireless network with multiple ongoing connections.

Data traffic arriving at the source node is transmitted hop
by hop to the destination node. We assume that each
node in the network maintains a separate queue for each
traffic flow traversing the link emanating from the node
(i.e., per-flow queuing). A multihop network model with
two ongoing connections is shown in Fig. 1, where, for
convenience, we show only one queue at each node.

A particular amount of bandwidth is allocated for each
hop along the routing path of the connection so that its end-
to-end QoS requirements are satisfied. For a particular
connection, the tandem system of queues along its routing
path is illustrated in Fig. 2. This tandem queue has multiple
concatenated queues, where the traffic coming out of each
queue is fed into the next queue in the chain. The sequence
of nodes that the traffic flow traverses is decided by a
routing algorithm. The physical and link layer model for
any hop along the routing path is described in the next
section. Our objective is to find all end-to-end performance
measures for a general tandem system of queues with an
arbitrary number of hops. For notational convenience, we
will occasionally construct a vector from the corresponding
entries in the sequel. For example, vector d with elements
d; (i=0,1,---, M) will be denoted as d = [dy,d1, -, dp].

3.2 Physical and Link Layer Model

We model the physical layer in a general way such that the
tandem queuing model can be applied to many different
physical layer technologies. Assume that there is a finite
number of physical orthogonal channels separated in
spreading code (e.g., for CDMA systems) or in the
frequency domain (for OFDM or FDMA systems). The
transmission time on each orthogonal channel is divided
into fixed-sized time slots, which are occupied by only one
link or are shared by different links in a common
neighborhood, as in [10]. We will refer to the former case
as a non-time-sharing system and the latter case as a time-
sharing system.

For time-sharing systems, a number of consecutive time
slots form a fixed-sized time frame, where the time slots in
each time frame are periodically allocated for some
transmission links in a common neighborhood. Each link
may be allocated time slots in each time frame from
different orthogonal channels. For non-time-sharing sys-
tems, each orthogonal channel is allocated to only one link.
Therefore, a non-time-sharing system is a special case of a
time-sharing system, where one time frame is equal to one
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Fig. 2. A tandem queue.

time slot. In the queuing model, we observe the system
states at the beginning of each time frame without explicitly
stating the detailed resource allocation mechanism (i.e.,
either a time-sharing system or a non-time-sharing system).

In some practical scenarios, each wireless node is
equipped with only one radio, which can either transmit
or receive at any particular time. In addition, the number of
orthogonal channels may not be large enough so that all the
links in a common neighborhood can transmit/receive
simultaneously. For these cases, a periodic transmission
schedule may be constructed, which should resolve the
collision of different simultaneous transmissions on the
same channel and take care of the half-duplex constraint
(i.e., one node has only one radio). The construction of such
a schedule is an interesting and challenging research
problem, but it is outside the scope of this paper. When
the transmission schedule is known, the schedule length
(i-e., the number of time slots in one period of the schedule)
can be treated as the time frame mentioned before. Thus,
the presented queuing model can still be applied. Note also
that we allow spatial reuse exploitation, where wireless
links weakly interfering with each other can transmit
simultaneously. The interference of simultaneous transmis-
sions is captured in the signal to interference plus noise
ratio (SINR) at the receiving side of each link.

We assume that the packet length is fixed. The physical
layer employs the AMC technique, where there are a finite
number of transmission modes, each of which corresponds
to a unique modulation and coding scheme [13], [14]. In
addition, each transmission mode corresponds to one
particular interval of the received SINR. Specifically, the
SINR at the receiving side of a wireless link is partitioned
into a finite number of intervals, with threshold values
XU(: 0) <Xi<Xo<-- < XK+1(: OO) If X is the SINR
at the receiver, transmission mode k is employed if
Xy < X< X1 (B=0,1,2,---,K), which will be called
the channel state k in the sequel.

The transmission rate at each transmission mode is
proportional to its spectral efficiency. We assume that if
the channel is in channel state k, ¢, packets can be
transmitted in one time slot. We also assume that ¢y =0
(i.e., no packet is transmitted in channel state zero to avoid
the high transmission error probability) and cx = H.
Assuming a Nakagami-m wireless channel model, the
average packet error rate (PER) for transmission mode k
can be obtained based on the Nakagami parameter m, the
average SINR [14].

We will choose the SINR thresholds X, such that the
average PER for all transmission modes in allocated time
slots of hop [ is equal to a particular value denoted by (")
In each hop, an infinite-persistent ARQ protocol is
employed in the link layer, where an erroneous packet is
retransmitted until it is received correctly at the receiving
end of each hop. This is justifiable due to the fact that a large
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number of retransmission attempts are usually recom-
mended in the link layer to shield wireless errors from
the higher layer [37]. Depending on the transmission
outcome in each time frame, an acknowledgment (ACK)
or a negative acknowledgment (NACK) is fed back from the
receiver to the transmitter of each hop for each transmitted
packet. We assume that the ACK/NACK packets are
available at the end of the transmission time frame, and
the feedback channel carrying ACK/NACK packets is a
reliable one (e.g., due to the use of a strong error correction
code and/or high transmission power).

The channel state is assumed to be stationary in each
time frame, but it changes independently in consecutive
time frames (i.e., block fading channel). We assume that the
transmission link in hop [ of the tandem system is allocated
w; time slots from 6; different orthogonal physical channels
in each time frame. Note that the channel states in different
time slots of one time frame on any allocated channel is the
same. Let @%)(k) be the probability that the allocated
channel % in hop [ is in state k, which can be calculated
using the channel parameters on the corresponding
allocated channel.

Recall that the number of packets transmitted on any
channel in one time slot varies depending on the corre-
sponding channel state. Thus, the total number of packets
transmitted on any link depends on the states of the
channels allocated to that link. In addition, there may be
several different channel state combinations for the allo-
cated channels, which result in the same number of packets
transmitted on one link. Now, assuming that the channel
states of different allocated channels are independent, we
can calculate the probability that i packets are transmitted
during one time frame in hop [ as

h=0,

=S T e k), (1)

key; h=1

where 0 <4 < Hw; and ¥; is the combination of all possible
channel states on 6, allocated channels for hop [ such that
the total number of packets transmitted in all allocated time
slots is equal to ¢. For the tandem system, we will use the
terms “link {” and “hop [” interchangeably in the sequel.

Example. A particular link [ of the tandem system is
allocated four time slots on two different orthogonal
channels: time slots 1 and 2 on channel 1, time slots 3 and
4 on channel 2. The channel states in time slots 1 and 2
(also in time slots 3 and 4) in any time frame are the same
because they belong to the same channel. If three and
four packets can be transmitted in each time slot of
channels 1 and 2, respectively, the total number of
packets that can be transmitted in all allocated time slots
for this link is 3 x 2 + 4 x 2 = 14 packets.

4 AN ExacTt TANDEM QUEUE MODEL

In this section, we present an exact model for the tandem
queue. We model the tandem queue in discrete time with a
time unit being equal to a time frame. We observe the
system state at the beginning of each time frame. We
assume that traffic arrives at the source node buffer
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according to a batch Bernoulli arrival process, where
i packets arrive in one time frame with probability a;
(¢=0,1,2,---, M, where M can go to c0). We assume that
packets arriving in time frame ¢ — 1 can only be transmitted
during time frame ¢ at the earliest. When the time frame is
large, it would be better to assume that packets can be
served in the time frame that they arrive. This issue,
however, can be adapted easily in the proposed queuing
models. The queues of the tandem system are numbered
using an increasing sequence of integers, where the source
node maintains queue 1, and queue ¢ has the buffer size of
Qi packets. Packets arriving at each buffer who could not
find space will be dropped.

Packets successfully received at the receiving side of each
link are buffered for either to be delivered to the application
layer if it is the last link of the connection or transmitted to
the next hop otherwise. The transmission rate on each link
in each time frame depends on the channel states in the
allocated time slots. We assume that all wireless links
employ AMC with the same number of K transmission
modes. The probability that i packets are transmitted on all
allocated time slots of hop [ is pgl), which can be calculated
using (1).

4.1 Two Queue Case

We first consider a simple tandem system with two queues.
The more general case with L queues (L >2) will be
considered in the next section. Let ¢;(t) be the number of
packets in queue i in time frame ¢. The random process
X(t) ={a(®), 20} (0 < q(t) < Q1,0 < gaot) < Q) forms a
discrete-time Markov chain (MC). For notational conve-
nience, we omit the time index t in the related variables
when it does not create confusion. Let (z,y) be the generic
system state (i.e., ¢ =z and ¢ = y) and (z1,11) — (T2, y2)
be the system transition from state (z,y;) to state (xa,s2).
The transition probabilities Pr{(z1,v1) — (z2,y2)} for the
underlying MC are derived in Appendix A.

Note that the number of packets transmitted on each link
in any time frame is the minimum of the number of packets
in the corresponding queue and the transmission capability
in all allocated time slots. Recall that the maximum number
of packets that can be transmitted in one time slot is H (i.e.,
H = cg). Thus, the number of packets in queue one can be
reduced at most by N = Hw;, where w; is the total number
of allocated time slots for link 1 in one time frame. Since
there are at most M packets arriving at queue 1 (from the
source node) and at most NV packets enter queue 2 (due to
successful transmissions from queue 1) in one time frame,
the number of packets can increase at most by M for
queue 1 and by N for queue 2.

Hence, if we write the transition probabilities (x;,*) —
(x9,%) in a matrix block A, ,,, the probability transition
matrix of the MC X (¢) can be written as in (2), shown in Fig. 3.
The order of matrix block A, ,, is (Q2 + 1) x (@2 + 1), and its
(y1,y2)th elementis A, o, (v1,y2) = Pr{(z1,11) — (@2,92)}.

Now, we are ready to derive the steady state probabil-
ities for MC X(¢). Let 7 be the steady state probability vector
for X(t). We have

P =, 7wl =1, (3)
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Fig. 3. Transition probability matrix.

where 1 is a column vector of all 1s with the same
dimension as 7, which is (Q1 + 1)(Q2 + 1). We can expand 7
as follows:

™= [TF077T177T27"'a7TQ1]7

where 7; is a row vector of dimension ), + 1, which can be
further expanded as m; = [m;0, Ti1, T2, -+, M q,], Where m;;
is the probability that the queuing system is in state (3, j).
Given the steady state probability vector w, which is
calculated using (3), we can derive the following end-to-
end QoS measures.

4.1.1 End-to-End Loss Rate

Packets can be lost due to buffer overflow at one of the
queues in the tandem. The buffer overflow probability for
queue k can be calculated as a ratio between the average
number of dropped packets due to overflow at queue &
(denoted as Oy,) and the average number of packets arriving
at queue k in one time frame (denoted as Zk). Hence, the
buffer overflow probability for queue k can be written as

Note that the average number of packets arriving at
queue 1 in one time frame is 4, = 3V iq;. To calculate the
average number of dropped packets due to overflow at
queue 1, let us define z; as the marginal probability that
there are i packets in queue 1. We have z; = m;1¢g,+1, where
1g,+1 is a column vector of all 1s with dimension Qs + 1.
The average number of dropped packets due to overflow at
queue 1 can be calculated as

M Q1
Olzz Z aizjxmax{O,i+j—Ql}>
i=1 j=Q1—M

where max{0,i+ j — @} is the number of dropped packets
(if any), given that there are j packets in queue 1 and
1 arriving packets. Now, we calculate the buffer overflow
probability at queue 2. We first determine the arrival
probability for packets entering queue 2 due to successful
transmissions from queue 1. In fact, the number of packets
arriving at queue 2 is those successfully transmitted over
link 1. The probability that i packets arrive at queue 2 can be
approximated as

Q1 N

bi Z ZEP;

k=0 1=0

Y (min{k,1},4),

where ~()(j,4) is the probability that i packets are correctly
received, given that j packets were transmitted over link [ of
the tandem system, which is given in Appendix A. Recall

that 21, is the probability of having k packets in queue 1, and
) is the probability that [ packets can be transmitted in all
allocated time slots over link 1.

The average arrival rate to queue 2 can be calculated as
Ay =N ib;. To calculate the average number of dropped
packets due to overflow at queue 2, let us define w; as the
marginal probability that there are i packets in queue 2,
which can be calculated as w; = ZJQ;U ;. Similar to that for
queue 1, the average number of dropped packets due to
overflow at queue 2 can be calculated as

N Qo
0Oy = Z Z bz-wj X max{O,i + 75— QQ}
i=1 j=Qy—N

Finally, the end-to-end loss rate can be approximated as

P~1-(1-PY)1-PB), (4)

where the loss due to overflow at both buffers are taken into
account, and this approximation is tight when the loss rates
at different queues are weakly dependent, as will be
validated in Fig. 6.

4.1.2 End-to-End Average Delay

The end-to-end delay is the sum of delays that any packet
experiences in all queues and links along its routing path.
Assuming that the propagation delay over the wireless
channel is negligible (i.e., only the waiting time in the
buffers and delay due to retransmissions of the ARQ
protocol is considered in the calculation), using Little’s law,
the end-to-end average delay can be written as

B Z iz Z 2w,
A(1-PY) Aa-pY)

()

where the numerator of each term is the average length of
each queue, and the denominator is the average arrival rate
considering packet loss due to overflow.

4.2 General Case (L > 2)

We consider a general tandem system with L queues
(L > 2), which are concatenated to each other as a chain
(see Fig. 2). The buffer size of queue ¢ is assumed to be
Qi packets. Similar to the previous section, let ¢;(t) be the
number of packets in queue ¢ in time frame ¢ (i = 1,2,---, L).
The random process Y (t) = {q:(t),q(t), -, q.(t)} (0<

01(t) < Q1,0 < o(t) < Qa0 < gu(t) < Q) forms a dis-
crete-time MC.

An approach similar to that in Section 4.1 can be pursued
to obtain the transition probabilities for this MC. The
number of state transitions for this MC, however, grows
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exponentially with the number of queues in the tandem
system. In fact, the order of the transition probability matrix
P is Hle(Qi +1) x Hle(Qi + 1). Therefore, the computa-
tional complexity is very high for the large number of
queues and large buffer sizes. Theoretically, we can follow
the procedure similar to that in Section 4.1 to derive the
transition probabilities and obtain the steady state prob-
ability vector and, subsequently, the end-to-end perfor-
mance measures.

5 SoOLUTION OF THE TANDEM QUEUING MODEL:
DEcoOMPOSITION APPROACH

We present a novel decomposition approach to solve the
general tandem queue, where the computational complex-
ity grows only linearly with the number of queues in the
system. For ease of reference, buffers (queues) along the
routing path are numbered by an increasing sequence of
integers with the buffer at the source node denoted as
buffer (queue) 1.

5.1 Markov Chain and Steady State Probability

We consider the tandem system with L queues as in Fig. 2.
For notational convenience, we assume that ¢ packets arrive
at queue k with probability agk) (a,EQ) = b; for the two queue
case considered in Section 4.1). Note that the maximum
batch size (the maximum number of packets arriving in one
time frame) captured in agkﬂ) for k>1 is N, = Hwy,
whereas the maximum batch size captured in aEl) for the
first queue is M. The buffer sizes for all queues are as in
Section 4.2, and the queuing rules are as in Section 4.

We observe that the behavior of queue i+ 1 does not
impact queue ¢ in the chain. This is because the outcomes
(i.e., successfully transmitted packets) from queue i are fed
into queue i+ 1. Thus, instead of forming the MC, which
captures the queue length dynamics of all queues, we could
find the queue length dynamics for one queue at a time
where its input is the output of the previous queue in the
chain (except for queue 1).

Specifically, we pursue the following steps: First, form
the MC for queue 1 and calculate the corresponding steady
state probability vector. Based on the steady state prob-
abilities, we calculate the packet arrival probabilities to the
next queue. These arrival probabilities are used to derive
the arrival probabilities for the next queue in the chain. This
procedure is repeated until we obtain the solutions for the
last queue of the tandem system.

Obviously, by using this decomposition approach, the
joint steady state probability vector could not be found as in
Section 4. However, the steady state probability vector for
each queue in the chain is what we need to calculate the
desired queuing performance measures. Essentially, the
presented procedure requires us to solve L separate queues,
each of which accepts batch arrival traffic and serves packets
also in batches. Let us consider a particular queue % of the
chain and form the MC Xj(t) = {q.(t)}, (0 < q(t) < Qx),
where ¢;(t) denotes the number of packets in queue k
with the arrival process described by a5k>. The transition
probabilities for this MC are derived in Appendix B.

Given the transition probabilities, we can easily calculate
the steady state probability vector of this MC, which is
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denoted as 7¥) = [wék>, 7r§k>, - ,71'(‘1?}, where wgk) denotes the

probability that there are i packets in queue k.

5.2 End-to-End Loss Rate and Average Delay

As in Section 4, the buffer overflow probability at queue k
can be calculated as

po =9, ©)

Ap
The average arrival rate at queue k£ can be written as
A, =32 ia™, where B is the maximum batch size of
the arrival process to queue k. The probability that i packets
are successfully transmitted from queue k and arrive at

queue k+ 1 can be approximated as

Qr Ny
az(_k-f—l) ~ Z Zﬂ_;k)pgk') % ,y(k) (min{j,1},1). (7)
j=0 1=0

These arrival probabilities are used to derive the queuing
solution for queue k+ 1, as mentioned before, and the
average number of dropped packets due to overflow at
queue k can be calculated as

BY
0r=Y > an" x max{0,i+j - Qu}.
i=1 j=Q,—B®

The end-to-end loss rate can be approximated as

(1-P"), 8)

i~

P=1-
k=1

and the end-to-end average delay can be written as

L
D= Z Dy, 9)
k=1

where D, is the average queuing delay at queue k, which is
given by

(10)

5.3 End-to-End Delay Distribution

The proposed decomposition approach for tandem queues
enables us to derive the end-to-end delay distribution with
reasonable accuracy, which is necessary for statistical delay
provisioning in multihop wireless networks. Let Qf‘,) denote
the probability that i packets are successfully transmitted
from queue k in [ time frames. Because the tagged packet
can see at most Q) —1 head of line (HOL) packets, the
probability that the tagged packet sees i HOL packets is
XEk) = m(k) /(1— wg”Z) The probability that the tagged packet
experiences delay of [ time frames in queue k of the tandem
system can be calculated as

A

PO =3 3Pl

i1,
i=0

(1)
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where A; = min{IN;, — 1,Q; — 1} because at most N, pack-
ets can be transmitted in one time frame and the tagged
packet sees at most (), —1 HOL packets. Let us put the
delay distribution at each queue k of the tandem system
into a vector P( " and put the end-to-end delay distribution
vector into Vector P,. Then, we have

Py~ @k, PP, (12)

wh1ch is obtained by performing convolutions of L vectors

(k =1,---,L). Note that the first element of vector P,
represents the probability that the end-to-end delay is
L time frames, which is the mlmmum end-to-end delay.
The remaining task is to derive Q, ,>, which can be done by
using the following recursive relations:

E \IJ7] 7]117

where \If< is the probability that j packets are success-
fully transmitted from queue k, given that there were
1 packets in this queue before transmissions. Equation (13)
can be interpreted as follows: If there are i packets in
queue k, which must be transmitted in [ time frames, and
j packets are transmitted in the first time frame, there
remain ¢ — j packets to be transmitted in [ — 1 time frames.
Now, \Il( can be calculated as

sz x 4® (min{i, v}, j),

Q) =1, (13)

v = (14)

where the sum includes only v such that min{i, v} > j.

6 APPLICATION OF THE TANDEM QUEUING MODEL
FOR QUALITY-OF-SERVICE ROUTING

We show how we can incorporate the proposed tandem
queuing model into a QoS routing algorithm. The tandem
queuing models proposed in Sections 4 and 5 are solved for
a particular connection, given that its routing path is
known. Now we want to tackle the reverse problem, where
the tandem queuing model is used to discover a route for a
connection from a source node to its desired destination
node such that the QoS requirements for the connection are
satisfied. One possible approach for QoS routing is to find
all possible routes from the source to the destination. The
source node, upon gathering all possible routes, will check
the routes one by one to find the best feasible route by using
the presented tandem queuing model. This approach,
however, results in a very large amount of signaling/
communication overhead in the route discovery phase and
a large computational burden for the source node.

We observe that the decomposition approach for the
tandem queue has a nice distributed nature such that the
link QoS metrics (i.e., the average link delay Dj and loss
rate P for link k) can be calculated if the routing path up
toa partlcular hop is known. The decomposition approach
can be used as an efficient tool to search for feasible routes
such that the QoS requirements of the connection are
satisfied. In addition, the route discovery can be done on a
hop by hop basis, and only the potentially feasible routes
are explored further. This reduces the route searching
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overhead significantly and therefore avoids huge computa-
tion effort at the source node.

The unique feature of our queuing and routing frame-
work is that the three most important QoS metrics, namely,
end-to-end bandwidth, delay, and loss rate, can be
integrated into the QoS routing algorithm compared with
only delay and/or bandwidth, as done in traditional QoS
routing algorithms in the literature [8], [10], [11], [12]. In
addition, most of the existing work assumed that link delay
can be measured and/or estimated in a timely manner [8],
[12]. The dynamics of the traffic arrival process, wireless
channel fading, and complex physical and link layer
designs of wireless systems, however, would render this
delay measurement/estimation a time-consuming task. Our
queuing model provides an accurate and efficient tool for
link metric calculation.

In the remainder of this section, we will describe an on-
demand unicast QoS routing algorithm by using the
tandem queue model based on the decomposition approach
presented in Section 5. Similar to other QoS routing
algorithms in the literature, two main components of our
QoS algorithm are route discovery with bandwidth reserva-
tion and route maintenance. The QoS constraints for an
incoming connection are end-to-end bandwidth, average
delay, and loss rate. An additional statistical delay require-
ment can be also imposed by an incoming connection.

6.1 Route Discovery and Resource Reservation

To establish a connection, the source node broadcasts the
route request packet (RRQ) into the network to search for
good routes to the destination node, which satisfy the QoS
requirements of the connection. The incoming connection
submits the traffic proﬁle (i.e., packet arrival probabilities to
the source node buffer a( )) and its QoS requirements to the
source node. The RRQ packet contains the addresses of the
source node and the destination node, the request ID, and the
end-to-end QoS requirements. Let the target QoS require-
ments for an incoming connection ¢ be end-to-end bandwidth
B(c), end-to-end average delay D(c), end-to-end loss rate
Py(c), and an optional end-to-end statistical delay require-
ment of the form Pr{end-to-end delay > D;(c)} < Pi(c).

The required amount of bandwidth B(c) needs to be
reserved for each link along the routing path. The
bandwidth here refers to the time slots for transmissions
using different channels. On any orthogonal channel, a
particular time slot can be allocated to only one link in a
common neighborhood. For ease of presentation, we
assume that a static resource allocation scheme is adopted,
where each link in the network is allocated a certain number
of time slots for transmission using some orthogonal
channels from the set of available channels (the allocation
is assumed to be repeated in each frame time if time sharing
is implemented). An incoming connection may take some of
these preallocated time slots of the link (i.e., the bandwidth
taken by the connection is equal to its bandwidth require-
ment) if its routing path traverses the corresponding link.
This static predetermined allocation should be done such
that two different links using the same channel in a
common neighborhood are not allocated the same time
slot. Each node is assumed to have enough radios to
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communicate with its neighbors on the allocated channels,
as in CDMA or multichannel networks [10], [36].

When a node receives the RRQ packet, it checks the
available bandwidth on the outgoing links, and only
outgoing links having enough bandwidth to accommodate
the new connection are considered further. The outgoing
links with enough bandwidth will be called the BW-feasible
links. A more flexible resource allocation scheme would
allow a link to borrow bandwidth from its neighboring
links if this mechanism can potentially enhance the system
performance. This scheme, however, requires local negotia-
tion and reservation. We assume that the transmitter of each
link knows the channel parameters of the link (i.e., the
average SINR at the receiving end and the Nakagami
parameter m) by using some estimation technique.

Now, we describe how each node calculates the link QoS
metrics together with the resource reservation mechanism
mentioned above. Initially, the source node of the incoming
connection calculates the average link delay and loss rate
for each of the outgoing links, which has enough bandwidth
to accommodate the incoming connection. This is done by
using the queuing model presented in Section 5.1 based on
the submitted traffic profile and link channel parameters at
the transmitting node. For outgoing links that satisfy the
connection QoS requirements, the source node calculates
the arrival probabilities to the next node along the
corresponding outgoing link as in (7), records these arrival
probabilities, average link delay, and loss rate into the RRQ
packet header, and forwards the RRQ packet to the
receiving node of the corresponding link. The receiving
nodes of these feasible links join a set of nodes called the
broadcast group (BG). Each node, upon receiving the RRQ
packet, calculates the link delay, the loss rate using the
arrival probabilities retrieved from the RRQ packet header,
and the channel parameters for its BW-feasible outgoing
links. The node then accumulates the QoS metrics and
checks the feasibility of the QoS requirements for the
connection. For each feasible outgoing link, the node
records the arrival probabilities for the next node, route
metrics into the RRQ packet header, and forwards the RRQ
packet to the corresponding node.

In the above procedure, only routing paths along the
links that have enough bandwidth required by the incom-
ing connection with the feasible path metrics are explored
further. Now, we describe how we can calculate the path
metric and choose the best routing path. Let the average
delay and loss rate over link (i,7) be D(i,5) and P(4,)),
respectively. The end-to-end average delay and loss rate for
routing path R =¢ — j — ...k — [ can be adapted from (8)
and (9) as

delay(R) =
loss(R) =

D(i, §) + ---+ D(k,1),
1= (1—-PR(,j)... (1= R(k1))
P(i,§) + -+ Pi(k,1),

Q

where the approximation is tight for small loss rate F. In
addition, Fi(i,j) and D(3, j) can be calculated by using (6)
and (10), respectively, for the corresponding link (hop).
Since there are multiple QoS requirements, the definition of
the best routing path is not unique. To resolve this issue, we
define the weighted average QoS metric as follows:
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loss(R)

delay(R) (1—a) =

metric(R) = « )

(15)
where o determines the importance of the delay require-
ment in comparison with the loss rate requirement.

A node may receive the RRQ packet with the same
request ID more than once. If the QoS metric (i.e.,
metric(R)) retrieved from the RRQ packet header for the
current reception is smaller than that due to the previous
reception, it will rebroadcast the RRQ packet with the new
QoS metrics. Finally, if a node finds out that it is the
destination of the connection, it sends the route reply
packet (RRP) back to the source node. If the destination
node finds a route to the source node in its route cache, it
can send the RRP packet along this route. If this reverse
route is not available but each link along the newly
discovered route works well in both directions, the RRP
packet follows the reverse route to reach the source node. If
the reverse route does not work well, the RRP packet can be
piggybacked (as in [21]). In addition, we may use one of the
following ways to record the feasible routes: The first way
is to record the route into the RRQ and RRP packet headers,
and the second way is to record the route at intermediate
nodes in a hop by hop basis.

Before transmitting data on the newly discovered route,
each link along this route updates its available bandwidth
for possible future connections. The available bandwidth on
these links will also be updated when the connection is
released. One important issue here is to limit the overhead
caused by the route discovery process. One way to reduce
the overhead is to use ticket-based route discovery, as
proposed in [12]. Another way is to record the number of
hops that the RRQ packet has traversed and limit the
number of hops that the RRQ can be broadcast. However,
another approach is to use a timeout mechanism to discard
an RRQ packet. The route discovery algorithm is summar-
ized in Fig. 4.

6.2 Route Maintenance

Another important task for any routing algorithm is route
maintenance to make sure that the route works well during
the lifetime of the connection. Some links along the route
may be broken due to factors such as node mobility and the
degradation of wireless links. Because we consider wireless
systems which employ the link level ARQ error recovery
protocol, a broken link can be discovered if the transmitting
node of a link does not receive ACK/NACK packets within
a predetermined timeout period. The node that detects a
link break sends a route error packet to the source node by
using the same technique used for sending the RRP packet.
The receiving node of the broken link can also detect the
link break if it does not receive any data packet within a
predetermined timeout period. This receiving node, upon
detecting the link break, will also send the route error
packet to release the route in the forward direction.

When the source node receives the route error packet, it
may initiate a route discovery to find a new feasible route to
the destination. Since the connection setup time may be
very long, we may maintain multiple feasible routes. This
can be done if the destination node sends the RRP packet
containing several feasible routes to the source node. The
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Source node joins
broadcast group (BG)

No Each outgoing link of @
node in BG has enough

Route through this link
is not explored further

The node in BG calculates
path/link metrics for each
BW-feasible outgoing link

For each outgoing link;
corresponding route is
feasible?

Route through this link
is not explored further

No Current path metric is
smaller than previous one

(if any)?

Route through this link
is not explored further

Receiving node joins BG, record
path metric and arrival probabilities
into RRQ packet header

}

Continue until RRQ packet
reaches destination or search
condition is violated

Send RRP packet back
to the source node

Incoming connection
is blocked

Fig. 4. Route discovery algorithm for QoS routing.

route with the smallest QoS metric will be used for data
transmission. If this best route is broken, the source node
may try using the next best route that it has received
through the RRP packet. In addition, the QoS of the chosen
route may degrade during the lifetime of the connection.
Hence, the source node may periodically send the route
maintenance packet along the route to check the QoS
feasibility of the route. If the QoS feasibility condition of the
current route is violated, the next best route may be used, or
a route discovery may be initiated to find an alternative
route to the destination.

7 VALIDATION OF DECOMPOSITION APPROACH AND
TypPicAL NUMERICAL RESULTS

7.1 Parameter Setting

We consider wireless networks employing adaptive
M-ary quadrature amplitude modulation (M-QAM) with-
out coding by using five transmission modes for all
transmission links. We assume that ¢, = k£ (k packets are
transmitted in one time slot in channel state k) and the
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Fig. 5. End-to-end average delay versus packet arrival rate for a tandem
system of two queues (for @ =20, L =2, the Nakagami parameter
m = 1, and the average SINR = 15 dB for both hops).

Nakagami parameter m =1 (i.e, the Rayleigh fading
channel). The SINR switching thresholds for the transmis-
sion modes are chosen such that the average PER satisfies
PERy, = 0.1 for all transmission modes in all hops (i.e.,
B0 =01 for [=1,2,---,L). The fitting parameters to
calculate the PER are available in [14, Table 1]. The
arrival probability vector to the source node queue is
chosen to be a =[1—-25A4/48 A/4,A/8,A/12, A/16],
where the average arrival rate is A. For all the results
presented here, the buffer sizes of all queues in the
tandem system are the same, which will be denoted as Q.

The numerical results for QoS routing are obtained for
networks with 20 nodes, which are randomly generated in
an area of 1,000 m x 1,000 m. Node mobility is not
considered in deriving the results. We consider a non-time-
sharing system with static resource allocation, where
separate sets of orthogonal channels are allocated to
different links in the network. Each node uses a fixed
transmit power level on each allocated channel, and the
average SINR at the receiving node of link (7, j) is modeled
as SINR(i,j) = K x d(i,j) ", where K =5 x 10° captures
transmission power, antenna gain, and other factors, d(i, j)
is the distance from node i to node j, and the path-loss
exponent is assumed to be 3. Note that these assumed
values are for presenting the illustrative results only,
whereas the queuing and QoS routing framework can be
applied to other network settings.

7.2 Numerical Results and Validation of Queuing
Models

We validate the decomposition approach for the tandem
queue and present some typical numerical results. Each link
of the tandem system is allocated one time slot in each time
frame. The average SINR for all links of the tandem system
of queues is chosen to be 15 dB. Typical variations in the
end-to-end average delay and end-to-end loss rate with
packet arrival rate are shown in Figs. 5 and 6, respectively,
for a tandem system of two queues. In these two figures, we
show results obtained from the exact queuing model
(presented in Section 4), the decomposition approach
(presented in Section 5), and the simulations. As is evident,
the decomposition approach provides accurate measures
for average delay and loss rate. The analytical results also
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Fig. 6. End-to-end loss rate versus packet arrival rate for a tandem of

two queues (for Q = 20, L = 2, the Nakagami parameter m = 1, and the

average SINR = 15 dB for both hops).

follow the simulation very closely, which confirms the
correctness of the proposed queuing models.

We illustrate the complementary cumulative delay
distributions (obtained in Section 5.2) in Fig. 7 for tandem
systems with different numbers of queues (L = 2,4,6). The
results obtained from the simulations are also presented.
Note that the complementary cumulative delay distribution
is represented by the probabilities Pr(delay > D) =1 —
Zszl P,(k), which can be calculated by using F; in (12).

We observe that the analytical model slightly over-
estimates the end-to-end delay in the statistical sense (i.e.,
Pr(delay > D) obtained from the analytical model is greater
than that due to simulation for a given value of D). In fact,
the end-to-end delay of a target packet is the time that it
spends in all queues of the tandem system. To calculate this
delay, we can turn off the arrival traffic to the tandem
system after the target packet enters the tandem system.
This is because arriving packets following the target packet
do not impact the delay experienced by the target packet.

Due to “turning off” the arrival and the batch transmis-
sion effects (because of multirate transmission), in a
statistical sense, the target packet would see a smaller
number of HOL packets in queue 2 onward, as compared to
the marginal distribution derived in (10). Therefore, by
calculating the delay distribution at each queue by using the

Analysis
+++ -+ Simulation |

Increasing L

0 5 10 15 20 2 30 3 40
d (time frames)

Fig. 7. End-to-end complementary cumulative delay distribution for

tandem systems with different numbers of queues (for @ = 20, the

Nakagami parameter m = 1, the average SINR = 15 dB for all hops, the

number of queues L = 2, 4,6, and the packet arrival rate = 1.5 packets/

time frame).
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Fig. 8. End-to-end average delay versus packet arrival rate for tandem
systems consisting of different numbers of queues (for @ =10,
L =2,6,10, the Nakagami parameter m =1, and the average
SINR = 15 dB).

queue length distribution in (10), we overestimate the traffic
arrival probabilities to the queues in the chain, except for
queue 1. A more accurate model can be developed by
tracking the number of HOL packets in all queues until the
target packet leaves the last queue of the chain. This
procedure, however, has a very high computational com-
plexity. The approximation method presented in Section 5.2
results in reasonably accurate results with low complexity.

Typical variations in end-to-end average delay and loss
rate with packet arrival rate are presented in Figs. 8 and 9
for tandem systems consisting of different numbers of
queues, respectively. As expected, the end-to-end average
delay increases almost linearly with the number of queues
in the tandem. In fact, the packet arrival rate to each queue
in the chain is roughly the same because the loss rate at each
of the queues is quite small. Thus, the average queuing
delay at each queue is roughly the same, given the same
service rate (i.e., all transmission links are assumed to be the
same). The variations in end-to-end loss rate with the
number of hops can be interpreted in a similar manner,
considering the approximation obtained in (15) for small
loss rates. These two figures show that the decomposition
approach can accurately calculate these two important
performance measures, namely, end-to-end average delay
and loss rate.

10— T

Analysis g :
*  Simulation s

End-to-end loss rate

1 12 14 16 18 2
Packet arrival rate (packets/time frame)

Fig. 9. End-to-end loss rate versus packet arrival rate for tandem

systems with different numbers of queues (for @ = 10, L = 2,6, 10, the

Nakagami parameter m = 1, and the average SINR = 15 dB).
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Fig. 10. Simulation topology with 20 nodes.

7.3 Numerical Results for the Proposed QoS
Routing Algorithm

We present some illustrative numerical results for the
proposed QoS routing algorithm, which is based on the
decomposition approach for the tandem queue for a
network with 20 nodes, as shown in Fig. 10. A link exists
between any two nodes if the distance between them is less
than 300 m. For the results presented in this section, each
connection requires one channel for each link along its
routing path. For all the presented results, we allow the
RRQ packet to traverse at most eight hops from the source
node in the network. In addition, all results in this section
are obtained by running the routing algorithm over 10* time
frames.

We assume that connection requests arrive at each node
in each time frame with connection arrival probability A..
Each incoming connection submits the traffic profile to the
source node who initiates the route discovery process to
find a routing path to its desired destination. The destina-
tion node for each incoming connection is chosen randomly
among the remaining nodes. If the QoS routing algorithm
succeeds in finding a feasible routing path, the connection
remains in the network for a random interval, which is
exponentially distributed with mean value equal to p. =
200 time frames.

We show typical variations in the connection blocking
probability with network load, where each link in the
network is statically allocated different numbers of channels.
The network load is calculated as p = (number of nodes) x
te X Ae. We vary the network load by changing the
connection arrival probability A.. When each link in the
network is allocated more channels, the network capacity
increases; therefore, the connection blocking probability
decreases. In addition, the connection blocking probability
increases with the network load. Fig. 11 shows that the
connection blocking probability decreases significantly
when the number of channels allocated to each link increases
from one to three.

Fig. 12 shows variations in the connection blocking
probability with packet arrival rate for different sets of QoS
requirements. As expected, the more stringent the QoS
requirements, the less the probability that the routing
algorithm can find a feasible route to the destination.
However, Fig. 12 shows that the performance degradation
in terms of the connection blocking probability may be
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Fig. 11. Connection blocking probability versus network load for different
numbers of channels (for @ =10, a = 0.5, the average connection
holding time = 200 time frames, the packet arrival rate for each
connection = 2 packets/time frame, and the QoS requirements are
B(c) = 1 channel, D(c) = 20 time frames, and P;(c) = 0.2).

moderate, even when more stringent QoS requirements are
imposed by the arriving connections. This implies that the
proposed queuing and QoS routing framework performs
load balancing well by finding the low-load routes (if any).

8 EXTENSION TO MULTIHOP WIRELESS NETWORKS
WITH CLASS-BASED QUEUING

In the previous sections, we have presented the tandem
queuing models and their applications for QoS routing,
assuming per-flow queuing at each node along a routing
path. However, per-flow queuing may not be scalable. In
contrast, a class-based queuing would provide a more
scalable solution, where each node maintains a finite
number of queues corresponding to a finite number of
service classes with differentiated QoS requirements.

In this section, we extend the per-flow queuing-based
QoS routing framework to a class-based QoS routing
framework. With class-based queuing, the transmitting
node of each link maintains a finite number of queues for
each link, which corresponds to different service classes.
Traffic from connections of the same service class traversing
a particular link are buffered in the same queue. The
bandwidth allocated to each queue depends on the

o
&

-| —o—Pby=0.1, D ;=20 |4
—a—Pb,=0.2, D=8
—o— Pb,=0.2, D =20

Connection blocking probability

o
XY

1.5 2 25 3 3.5
Packet arrival rate (packets/time frame)

Fig. 12. Connection blocking probability versus packet arrival rate for
different QoS requirements (for @ = 10, a = 0.5, the number of channels
per link = 2, the connection arrival probability = 0.005, and the average
connection holding time = 200 time frames).
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Fig. 13. A tandem queue for one connection of a particular service class.

bandwidth requirement of each connection and the number
of connections being served by the queue.

8.1 Tandem Queuing Model

We show how we can extend the per-flow queuing model
to this class-based queuing implementation. Specifically, we
consider the tandem system of queues along a routing path
for a connection of a particular service class, as shown in
Fig. 13. Data traffic entering each queue may come from
different connections. As shown in this figure, traffic from
connections other than the considered connection may
come and leave the tandem system at any queue.

Note that traffic of all connections entering a particular
queue of the tandem system has the same queuing
performance. Now, using the decomposition approach
similar to that presented in Section 5, we need to solve
L single queues, where the arrival traffic to each queue is
from the previous queue of the tandem system and from
other connections traversing the corresponding link (except
for queue 1). Given the allocated bandwidth for each link
along the tandem system, we can determine the service rate
probabilities from (1). Thus, to calculate the queuing
performance measures (i.e., the overflow probability and
delay) for each queue in the tandem system, we need to
determine the arrival probabilities for the aggregate traffic
to the considered queue.

For each queue of the tandem system (except for
queue 1), we consider new, relayed, and leaving traffic, as
shown Fig. 13. Note that these traffic sources are aggre-
gated from different connections. Since traffic flows from
different connections may be transmitted over several links
of the tandem system, we need to keep track of the
connections, which contribute to the traffic on each link. Let
the sets of connections that contribute to the relayed and the
leaving traffic flows from queue % of the tandem be <I>Ee1> and
@ffg, respectively, and the set of connections that contribute
new traffic flow to queue k be <I>1(m)“

Now, denote the arrival probability vector to queue k
due to connection ¢ as a*“) and its average arrival rate as
A" 1n addition, let al(clC ) denote the aggregate arrival
probability vector of leaving traffic from queue & and let
alt), and aiff denote the aggregate arrival probability
vectors of the new and relayed traffic to queue &k,
respectively. We have

a(k) =®

(k.c)
new colh) a ’

new

(16)
where alt), is obtained by taking the convolutions of the
arrival probability vectors al*“). As shown in Fig. 13, data
packets successfully transmitted from queue £ may enter
queue k+1 (ie., relayed traffic) or leave the considered
tandem system (i.e., leaving traffic). These data packets that
constitute the relayed traffic and the leaving traffic flows
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belong to connections in the sets @ ol ) and <I>lev, respectively.

Given the allocated bandwidth for link [ and the arrival

probabilities to queue k, we can calculate the probabilities

for data packets successfully transmitted from queue £ as in

(7). Let aw be the probability vector for data packets

successfully transmitted from queue k, where its element
a") . can be calculated by adopting (7) as follows:

buC s

suczwzzﬂ— pl X’y (mln{]vl} ) (17)

7=0 [=0

(k)

where ", pY, and 4™ (min{j,1},i) are defined as in

Section 5, and aguc_i is the probability that i packets are
successfully transmitted from queue k in one time frame.
Denoting the aggregate traffic arrival rate to queue k as
At , we can approximately calculate the probability vector
for data packets of connection ¢, which is successfully
transmitted from queue k by scaling aqum with a number
representing the ratio between the traffic arrival rate of
connection ¢ to queue k and the aggregate traffic arrival

rate to queue k as follows:

—(k,c)
A )

X asuc,i’

agk:+l,(f) 1 <4 < N,

(18)
(k+1,¢)

Ny,
i+1,c - (k+1,c)
a ~ 1-— Z a; ,

i=1

where N}, is the maximum number of packets transmitted in
one time frame from queue k. This approximation can be
justified by the fact that successfully transmitted packets
from queue k may belong to different input connections.
Thus, when successfully transmitted traffic is split into
relayed and leaving traffic, the corresponding probability
vectors can be calculated by scaling the probability vector of
successfully transmitted traffic by using scaling factors
proportional to their contributions to the aggregate traffic in
terms of the average rate. Similarly, the arrival probabilities
for the aggregate relayed traffic to queue k+ 1 can be
approximated as

(k+1) Zceq’nl

arcl,i

(k+1)
rel,0

1-— Z ail:ﬂ;l).

i=1

Q

Q.

The arrival probabilities for the aggregate relayed traffic
leaving queue k can be approximated as

A
ol &anw l<i<n,
ev,i —(k) suc,i? =0 = 4VE
4 (20)
Ko
a’l<ev,0 ~ Z a’le\ it

The aggregate traffic arrival probability vector to queue
k + 1, therefore, can be calculated as

B = gk+1) a<k+1>,

(21)
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where the arrival probability vectors for the new and
relayed traffic flows are calculated by (16) and (19),
respectively. Let us assume that traffic arriving to queue 1
is from the incoming connection with an arrival prob-
ability vector denoted by a;, and from the relayed traffic
with an arrival probability vector denoted by aiil) . There-
fore, the aggregate arrival probability vector to queue 1 is
aV) = Uiy X al(,elﬂ.

In summary, the arrival probability vector to queue 1
can be calculated as oV = a5, ® aiil) , and the steady state
probability vector for queue 1 (i.e., 7'Y)) can be calculated
as in Section 5. With the steady state probability vector
71, we can calculate the aggregate arrival probability to
queue 2 by using (21). This procedure is repeated until the

solution for the last queue of the tandem system is found.

8.2 QoS Routing Algorithm

With class-based queuing, we now show how we can
integrate the tandem queuing model presented in the
previous section into the QoS routing algorithm. We only
discuss the route discovery phase. As before, the incoming
connection submits its traffic profile and service class with
QoS requirements to the source node. For ongoing connec-
tions, we require each node along the routing path to record
the aggregate arrival probability vectors to all queues of
different service classes in all outgoing links and the current
link QoS metrics on these links (i.e., link delay and loss) in
its route cache.

The source node initiates the route discovery to find
feasible routes to its desired destination as follows: First, the
source node checks each outgoing link to see whether it has
enough bandwidth to accommodate the incoming connec-
tion. The outgoing link with enough bandwidth will be
called the BW-feasible link as before. Then, the required
amount of bandwidth is allocated to the BW-feasible link,
which increases the average service rate of the queue
corresponding to the service class of the incoming connec-
tion. Note that this queue may be buffering data flows of
other ongoing connections. For each BW-feasible link, the
source node calculates the updated aggregate arrival
probability vector to the corresponding queue as follows:
(1) (22)

1
aV = a4, ® aly,

where a;, and afll) denote the arrival probability vector of the
incoming connection and the aggregate arrival probability
vector of ongoing connections being relayed on the consid-
ered link, respectively. If there is no ongoing connection on
the explored link, we can simply set aril =1

The source node calculates link QoS metrics for each
BW-feasible link by using the updated arrival probability
vector and allocated bandwidth. Based on the calculated
QoS metrics, the RRQ packet is forwarded to receiving
nodes via links that satisfy the QoS requirements of the
incoming connection and do not degrade the QoS perfor-
mances of the ongoing connections traversing these links.
This guarantees that the QoS requirements of ongoing
connections are not violated after admitting the incoming
connection into the network. In this case, the source node
calculates the aggregate relayed arrival probabilities to the
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next queue by using (19) and records this arrival probability
vector into the RRQ packet header.

Now, each node, upon receiving the RRQ packet, will
check the available bandwidth on its outgoing links. For
each BW-feasible outgoing link, the node calculates the
aggregate arrival probability vector from both the incoming
connection and the ongoing connections traversing the
explored link by using (21). If the link QoS metrics for the
incoming connection are satisfied and those for the ongoing
connections traversing the link are not degraded due to the
admission of the incoming connection, the RRQ packet will
be forwarded to the receiving node of that link after the
path QoS metrics and the aggregate relayed arrival
probabilities have been recorded into the RRQ packet
header. This procedure is repeated until either a feasible
route to the destination is found or the incoming connection
is blocked. The destination, upon receiving RRQ packet
with satisfied path QoS metrics, will send an RRP packet to
the source node, as in Section 6. Finally, we need to update
the arrival probability vectors to the queues along the
routing paths of affected ongoing connections and the QoS
metrics of the affected links.

9 FURTHER DISCUSSIONS AND EXTENSIONS

9.1 Tandem Queue with Blocking

In this section, we discuss the implementation and
solution issues for tandem queues with blocking. In
particular, queue k+ 1 (k> 0) in the tandem system may
block transmissions from queue k if its buffer is full. In
addition, queue k should know how many packets queue
k+1 can accommodate in each time interval. To avoid
buffer overflow, the number of transmitted packets from
queue k should be kept smaller than the room available in
queue k+ 1.

Although it is possible to implement this blocking
option, the communication overhead involved may not be
desirable for most wireless applications. In addition, the
blocking implementation will result in higher overflow
probability in queue 1, which may not be able to block
arrivals from the underlying applications. Blocking may
also increase the end-to-end delay and even end-to-end loss
rate (due to high buffer overflow in queue 1). Therefore, in
the context of QoS routing, where only routing paths with
satisfied QoS requirements are chosen for end-to-end data
transmission, it may be more desirable to avoid the blocking
implementation.

For tandem queue with blocking, we can use a
decomposition method that is similar in spirit to the
method in [32]. The decomposition method is iterative,
and it works as follows: In each iteration, we solve all pairs
of consecutive queues in the tandem and find steady state
probability vectors (i.e., queues 1 and 2, queues 2 and 3, and
so on). In addition, the steady state probability vectors of
queues k — 1 and k + 2 in iteration ¢ are used to solve a pair
of queues k and £ + 1 in iteration ¢ + 1, with blocking being
taken into account. The calculation is repeated until a
predefined convergence criterion is met.
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9.2 Tandem Queuing Models with Batch Markovian
Arrival Process
In this section, we show how we can extend the presented
queuing model with the Batch Markovian Arrival Process
(BMAP). Due to space constraints, we only present the
extension for the flow-based queuing model using the
decomposition approach. BMAP is a very general arrival
process, which can capture correlation (i.e., burstiness) in
the arrival traffic [34]. Specifically, BMAP can be repre-
sented by M + 1 matrices C, (v=20,1,2,---,M) of order
S x S, whose elements C,(i,j) represent transition from
phase i to phase j, with v arriving packets. Letting
C= 21 _, Cy, then C'is a stochastic matrix whose elements
C(1,7) denote transition from phase i to phase j. Now, let u
be a row vector of dimension S, which satisfies © = u.C' and
u.l1 =1, where 1 is a column vector of all 1s with
dimension S. Then, the arrival rate of this BMAP source is
= uzl 1 vC,1 [34]. We refer the readers to [34] and the
references therein for more details about BMAP. Note that
the batch Bernoulli arrival process is a special case of
BMAP, where C, degenerates into a scalar, which is the
probability of having v arrivals in one time frame.

Now, we show how we can extend the flow-based queuing
model by using the decomposition approach with BMAP. As
before, we first find the queue length distribution for queue 1,
use it to calculate the arrival probabilities to queue 2, and so
on. The queuing model for queue k (k> 2) remains the
same as in Section 5. We show how we can solve the queue
length distribution for queue 1 with BMAP. Let r(¢) denote
the arrival phase of the arrival process and ¢ (¢) denote the
number of packets in queue 1 in time frame ¢. Then,
the random process Yi(t) = {q(t),r(t)}, (0<qi(t) <Qy,
1 <r(t) < 95) forms a discrete-time MC. Let (z,r) denote the
generic system state, and we write the probabilities corre-
sponding to transitions (z1,%) — (z2,%) into the matrix
block E,, ,,, whose element E,, ,,(r1,72) denotes the prob-
ability of transition (x,71) — (z2,72).

Similar to the derivation in Appendix B, consider
transitions (z1,%) — (z2,%*), let s be the number of packets
arriving at queue 1, and the transmission capacity of link 1 is
[ packets during the considered time frame. Let us assume
that ¢ packets among min{xz,!} transmitted packets are
correctly received. Then, we have xy = min{z; + s, Q1} — .
Thus, we can calculate E,, ,, as follows:

ZZZC’ xpl x AU mm{xl,l} i),

where all combinations of s, [, and i, for which
o = min{z; + s,Q1} — i, are included in the sum.

(23)

-Ll T2

Given the transition probabilities, we can easily calculate
the steady state probability vector of this MC, which is
_ [71’8”,71‘(1) (Ql } (1)

S
expanded as 7'(‘,51) )

denoted as 7V where 7; can be further

] Here, 7r ) denotes the

= [Wg.ll)aﬂm ALY
probability that there are ¢ packets in queue 1 and the arrival
process in phase j. The probability that i packets are
successfully transmitted from queue 1 and arrive at queue 2

can be approximated as
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Qi S N

~ Y NS AlpY s AW min{j, 1, ).

=0 r=1 1=0

(24)

Here, compared to (7) for the case of the batch Bernoulli
arrival process, we have to sum up the probabilities 77512
over all arrival phases. These arrival probabilities will be
used to calculate the queuing solution for queue 2 in the

decomposition approach.

9.3 Wireless Network with Random Access

In this section, we show how we can extend the proposed
queuing models to wireless networks with random access
MAC using the CSMA /CA protocol [38]. We note that, for
the QoS routing application, static MAC using CDMA,
TDMA, FDMA, or their combinations may be more
appropriate, because bandwidth allocation can be per-
formed such that bandwidth requirements for connection
requests are satisfied [8], [10]. The presented extension here
is useful for other application contexts such as end-to-end
performance analysis.

Now, suppose that there is one channel that is shared by
N, links on a contention basis in a common neighborhood.
As our first step, we show how we can modify the
transmission probability in (1) when the CSMA/CA
protocol is used. We assume that all involved wireless
links compete for the channel at the beginning of each time
frame, and the one winning the competition will transmit in
the remaining part of the time frame. Consider a particular
link { of the considered connection. For notational conve-
nience, let ¢ (k) be the probability that the channel is in
state k at link [. Let p, be the probability that link / wins the
channel access in any time frame. Then, we have

) Ps X QO(U(]{}), 1= Cls
p =4 (1—po) xeW(k), i=0, (25)
0, otherwise,

where, as before, pl is the probability that i packets are
transmitted on link / in any time frame. Using p7 ) derived
in (25), the presented queuing models can be used to
calculate all performance measures of interest.

Now, we show how we can calculate p, for the CSMA/
CA protocol. Let W denote the contention window of the
CSMA /CA protocol. If no exponential backoff is employed,
the probability that link / transmits in any time frame can be
calculated as [38]

2
W41

(26)

When exponential backoff is used, a more complicated
procedure can be used to calculate 7. We refer the interested
readers to [38] for more details. Now, if link [ competes with

other (N, — 1) links in its neighborhood, the probability that
it wins the access can be calculated as
ps=1(1—=m)" (27)

Hence, all performance measures of interest can be
calculated for wireless systems using the CSMA/CA
protocol.
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10 CONCLUSIONS

We have proposed both exact and approximated decom-
position approaches to solve a general tandem queue
system. The proposed tandem queuing models capture
realistic physical and link layer designs, where the multirate
transmission feature due to adaptive modulation and
coding in the physical layer and the ARQ-based error
recovery in the link layer have been incorporated. The
proposed decomposition approach achieves very accurate
queuing performance measures with much lower computa-
tional complexity, as compared to the exact approach.
Using the decomposition queuing approach, we have
developed a unified queuing and QoS routing framework,
which is able to satisfy the QoS requirements in multihop
wireless networks. The numerical results have shown that
the framework works efficiently for finding feasible routing
paths in the network if they exist. The extension of the
framework to wireless networks with class-based queuing
implementation has also been presented.

APPENDIX A

DERIVATIONS OF TRANSITION PROBABILITIES FOR
MC X (¢)

We derive the transition probabilities for MC X(¢) in
Section 4. Before deriving Pr{(zi,y1) — (z2,42)}, let us
define (4, 7) as the probability that i packets are correctly
received, given that j packets were transmitted over link /.
Assuming that packet errors are independent, we can
calculate v (j,4) as follows:

7(1)(]-71-) — (Z) (ﬂ(l))j_i(l B ﬂ(l)>i7

where 8 is the probability of transmission error on link /,
as defined in Section 3.2.

Let s be the number of packets arriving at queue 1 in a
particular time frame, and the transmission capability on
link 1is kpackets. Weneed to find the conditions under which
a general transition (x1,y1) — (22,y2) occurs. The number of
packets in queue 1 after accepting newly arriving packets is
min(z; + s,@Q1), and the number of packets transmitted on
link 1 is min(z1, k). Assuming that, among these transmitted
packets, ¢ packets are correctly received at the receiving end
(i.e., these i successfully transmitted packets will enter
queue 2), we have zy = min(z; + s, @) — i. Note that, due
to the employment of an infinite-persistent ARQ protocol in
the link layer, all the erroneous packets will stay in the buffer
for retransmission until they are successfully transmitted.
Similarly, assuming that the transmission capability of the
second link is [ packets, and j packets among min(y;,()
transmitted packets are correctly received at the receiving
end of link 2, we have y» = min(y; + 7, Q2) — j. Hence, we can
calculate Pr{(x1,y1) — (z2,y2)} as

Pr{(wr,y1) — (22,52} =Y > > > ap'pf”
s k l i J

X ’Y(D (min{xl, k}7 Z) X ’7(2) (min{yl, l}7 J)v

(28)

where all possible cases such that xo = min(z; +,Q;) — ¢
and yo = min(y; +4,Qs) — j are included in the sum.
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APPENDIX B
DERIVATIONS OF TRANSITION PROBABILITIES FOR
MC X,.(t)

We derive the transition probabilities for MC X,(t) for a
particular queue k of the tandem system defined in
Section 5. Let us consider a general transition probability
Pr{z; — x3}. Let s be the number of packets arriving at
queue k, and the transmission capacity of the wireless link
is [ packets during the considered time frame. Let us also
assume that ¢ packets among min{z;,I} number of
transmitted packets are correctly received. Then, we have
zo = min{z; + s5,Q;} —i. Thus, the transition probability
Pr{z; — x5} can be written as

Pr{z; — 22} ~ Z Z Zagk)pgk) x 4®) (min{zy,1},4), (30)
s l i

where all combinations of s, [, and i, for which
o = min{z +s,Qr} — 4, are included in the sum. This
transition probability is exact only for queue 1, whereas it
is approximated for queue k> 2 since the arrival prob-
abilities are approximated.
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