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Monitoring the Application-Layer DDoS Attacks for
Popular Websites

Yi Xie and Shun-Zheng Yu, Member, IEEE

Abstract—Distributed denial of service (DDoS) attack is a
continuous critical threat to the Internet. Derived from the low
layers, new application-layer-based DDoS attacks utilizing legit-
imate HTTP requests to overwhelm victim resources are more
undetectable. The case may be more serious when such attacks
mimic or occur during the flash crowd event of a popular Website.
Focusing on the detection for such new DDoS attacks, a scheme
based on document popularity is introduced. An Access Matrix is
defined to capture the spatial-temporal patterns of a normal flash
crowd. Principal component analysis and independent component
analysis are applied to abstract the multidimensional Access
Matrix. A novel anomaly detector based on hidden semi-Markov
model is proposed to describe the dynamics of Access Matrix
and to detect the attacks. The entropy of document popularity
fitting to the model is used to detect the potential application-layer
DDoS attacks. Numerical results based on real Web traffic data
are presented to demonstrate the effectiveness of the proposed
method.

Index Terms—Application-layer, distributed denial of service
(DDoS), popular Website.

1. INTRODUCTION

ISTRIBUTED denial of service (DDoS) attack has
D caused severe damage to servers and will cause even
greater intimidation to the development of new Internet
services. Traditionally, DDoS attacks are carried out at the
network layer, such as ICMP flooding, SYN flooding, and
UDP flooding, which are called Net-DDoS attacks in this
paper. The intent of these attacks is to consume the network
bandwidth and deny service to legitimate users of the victim
systems. Since many studies have noticed this type of attack
and have proposed different schemes (e.g., network measure or
anomaly detection) to protect the network and equipment from
bandwidth attacks, it is not as easy as in the past for attackers
to launch the DDoS attacks based on network layer. When the
simple Net-DDoS attacks fail, attackers shift their offensive
strategies to application-layer attacks and establish a more
sophisticated type of DDoS attacks. To circumvent detection,
they attack the victim Web servers by HTTP GET requests
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(e.g., HTTP Flooding) and pulling large image files from the
victim server in overwhelming numbers. In another instance,
attackers run a massive number of queries through the victim’s
search engine or database query to bring the server down [1].
We call such attacks application-layer DDoS (App-DDoS)
attacks. The MyDoom worm [2] and the CyberSlam [3] are all
instances of this type attack.

On the other hand, a new special phenomenon of network
traffic called flash crowd [4], [5] has been noticed by researchers
during the past several years. On the Web, “flash crowd” refers
to the situation when a very large number of users simultane-
ously accesses a popular Website, which produces a surge in
traffic to the Website and might cause the site to be virtually un-
reachable.

Because burst traffic and high volume are the common char-
acteristics of App-DDoS attacks and flash crowds, it is not easy
for current techniques to distinguish them merely by statistical
characteristics of traffic. Therefore, App-DDoS attacks may be
stealthier and more dangerous for the popular Websites than the
general Net-DDoS attacks when they mimic (or hide in) the
normal flash crowd. In this paper, we meet this challenge by
a novel monitoring scheme.

To the best of our knowledge, few existing papers focus on
the detection of App-DDoS attacks during the flash crowd event.
This paper introduces a scheme to capture the spatial-temporal
patterns of a normal flash crowd event and to implement the
App-DDoS attacks detection. Since the traffic characteristics
of low layers are not enough to distinguish the App-DDoS at-
tacks from the normal flash crowd event, the objective of this
paper is to find an effective method to identify whether the surge
in traffic is caused by App-DDoS attackers or by normal Web
surfers. Our contributions in this paper are fourfold: 1) we de-
fine the Access Matrix (AM) to capture spatial-temporal pat-
terns of normal flash crowd and to monitor App-DDoS attacks
during flash crowd event; 2) based on our previous work [6],
[7], we use hidden semi-Markov model (HsMM) [8] to describe
the dynamics of AM and to achieve a numerical and automatic
detection; 3) we apply principal component analysis (PCA) [9]
and independent component analysis (ICA) [10], [11] to deal
with the multidimensional data for HsMM; and 4) we design
the monitoring architecture and validate it by a real flash crowd
traffic and three emulated App-DDoS attacks.

The remainder of this paper is organized as follows. In
Section II, we put our ideas within the context of prior and
ongoing research related to DDoS detection. In Section III, we
discuss the App-DDoS attacks and detail their properties. In
Section IV, we explain our technique to detect the App-DDoS
attacks. In Section V, we conduct experiments using real traffic
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data and three emulated App-DDoS attacks to validate our
detection model. In Section VI, we discuss the strengths and
limitations of our proposed technique. We conclude our paper
in Section VIIL.

II. RELATED WORK

Our literature survey has noted that researchers attempt to
detect DDoS attacks from three different layers: IP layer, TCP
layer, and application layer. From all of these perspectives, re-
searchers are investigating various approaches to distinguish
normal traffic from the attack one. Here, we survey represen-
tative research from each perspective.

Most DDoS-related research has focused on the IP layer.
These mechanisms attempt to detect attacks by analyzing
specific features, e.g., arrival rate or header information. For
example, Cabrera et al. [12] used the management informa-
tion base (MIB) data which include parameters that indicate
different packet and routing statistics from routers to achieve
the early detection. Yuan et al. [13] used the cross-correlation
analysis to capture the traffic patterns and then to decide where
and when a DDoS attack possibly arises. Mirkovic et al. [14]
monitored the asymmetry of two-way packet rates and to
identify attacks in edge routers. Other statistical approaches
for detection of DDoS attacks includes IP addresses [15] and
time-to-live (TTL) values [16].

The TCP layer is another main battlefield for detecting DDoS
attack. For example, authors [12] mapped ICMP, UDP, and TCP
packet statistical abnormalities to specific DDoS attacks based
on MIB. Wang et al. [17] used the TCP SYN/FIN packets for
detecting SYN flooding attacks. In [18], DDoS attacks were dis-
covered by analyzing the TCP packet header against the well-
defined rules and conditions and distinguished the difference be-
tween normal and abnormal traffic. Noh et al. [19] attempted to
detect attacks by computing the ratio of TCP flags (including
FIN, SYN, RST, PSH, ACK, and URG) to TCP packets received
at a Web server.

However, little work has been done on the detection of App-
DDoS attacks because there were few such attacks in the past.
Ranjan et al. [20] used statistical methods to detect character-
istics of HTTP sessions and employed rate-limiting as the pri-
mary defense mechanism. Yen et al. [21] defended the applica-
tion DDoS attacks with constraint random request attacks by the
statistical methods. Other researchers combated the App-DDoS
attacks by “puzzle,” see, e.g., [3]. Jung et al.’s work [5] is most
closely related to our own, as they used two properties to dis-
tinguish the DoS and normal flash crowd: 1) a DoS event is due
to an increase in the request rates for a small group of clients
while flash crowds are due to increase in the number of clients
and 2) DoS clients originate from new client clusters as com-
pared to flash crowd clients which originate from clusters that
had been seen before the flash event.

III. App-DDoS ATTACKS

In our opinion, the DDoS attack detection approaches in
different scenario can be clustered as: 1) Net-DDoS attacks
versus stable background traffic; 2) Net-DDoS attacks versus
flash crowd (i.e., burst background traffic); 3) App-DDoS
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attacks versus stable background traffic; and 4) App-DDoS
attacks versus flash crowd. The first two scenarios have been
well studied and can be dealt with by most existing DDoS
detection schemes (e.g., those presented in Section II) while
the other two groups are quite different from the previous ones.

Besides the flooding attack pattern, App-DDoS attacks may
focus on exhausting the server resources such as Sockets,
CPU, memory, disk/database bandwidth, and I/O bandwidth.
Research [22] has found, with increasing computational com-
plexity in Internet applications and larger network bandwidth,
that server resources may become the bottleneck of those
applications. Thus, the App-DDoS attacks may cause more
serious problems in the high-speed Internet than in the past.

The first characteristic of App-DDoS attacks is that the appli-
cation-layer requests originating from the compromised hosts
are indistinguishable from those generated by legitimate users.
Unlike the Net-DDoS attacks, App-DDoS attacks do not nec-
essarily rely on inadequacies in the underlying protocols or op-
erating systems; they can be mounted with legitimate requests
from legitimately connected network machines. Usually, App-
DDoS attacks utilize the weakness enabled by the standard prac-
tice of opening services such as HTTP and HTTPS (TCP port 80
and 443) through most firewalls to launch the attack. Many pro-
tocols and applications, both legitimate and illegitimate, can use
these openings to tunnel through firewalls by connecting over a
standard TCP port 80 (e.g., Code Red virus) or encapsulating in
SSL tunnels (HTTPS). Attack requests aimed at these services
may pass through the firewall without being identified. Further-
more, attackers may request services to the point where other
clients are unable to complete their transactions or are inconve-
nienced to the point where they give up trying.

This shows, to deal with the third scenario of DDoS attacks,
that four issues have to be considered: 1) the Net-DDoS at-
tacks detection methods are unable to collect enough offen-
sive signals for detecting the App-DDoS attacks because they
belong to different layers respectively; 2) TCP anomaly de-
tection mechanisms can hardly identify the App-DDoS attacks
launched by HTTP requests based on successful TCP connec-
tions; 3) in order to establish the TCP connection, attackers
have to use the legitimate IP addresses and IP packets, which
makes the anomaly detection mechanisms for IP packet become
invalid; and 4) the implied premise of most current detection
schemes is that the characteristics of DDoS attack traffic differ
from normal traffic, which might fail because App-DDoS at-
tacks may mimic the access behaviors of normal users. How-
ever, because the background traffic of this scenario is assumed
to be stable, some simple App-DDoS attacks (e.g., Flood) still
can be monitored by improving existing methods designed for
Net-DDoS attacks, e.g., we can apply the HTTP request rate,
HTTP session rate, and duration of user’s access for detecting.

The second characteristic of App-DDoS attacks is that the
attackers aiming at some special popular Websites are increas-
ingly moving away from pure bandwidth flooding to more sur-
reptitious attacks that masquerade as (or hide in) normal flash
crowds of the Websites. Since such Websites become more and
more for the increasing demands of information broadcast and
electronic commerce, network security has to face a new chal-
lenge: how to detect and respond to the App-DDoS attacks if

Authorized licensed use limited to: Florida State University. Downloaded on March 30,2010 at 00:42:52 EDT from IEEE Xplore. Restrictions apply.



XIE AND YU: MONITORING THE APPLICATION-LAYER DDoS ATTACKS FOR POPULAR WEBSITES 17

SCO DoS Attack - Dec 2003

WWW SEIVer

5000 |

o . . . \ . % N
00:00 04:00 08:00 12:00 16:00 20:00 00:00 04:00 08:00 12:00
1210 211

time (PST)

http ://www.caida org/analysis/security/sco-dos/

(a)

Attack Packets Per Second (estimated Lower Bound)

(C) Copyright 2003 UC Regents

4000

w
o
o
o

arrival num. (reg/sec)
N
o
o
o

1000

WWMWN‘MW#WM T
0.5 1 1.5 2
index of time (sec) x 10°

(b)
Fig. 1. DDoS and flash crowds. (a) App-DDoS attacks on SCO. (b) Flash
crowds from the 1998 World Cup.

they occur during a flash crowd event, i.e., the fourth scenario
of our clusters for DDoS attacks.

Besides the issues discussed for the third scenario, the diffi-
culties of dealing with such scenario include: 1) both the flash
crowd and App-DDoS attacks are unstable, bursty and huge
traffic volume, which is shown in Fig. 1, where (a) [23] shows
the burst traffics caused by the typical App-DDoS attacks (My-
doom worm [2]) and (b) shows two flash crowds during the
semifinals of the 1998 World Cup [24] and 2) attack nodes
may arrange their vicious Web traffic to mimic the normal one
by HTTP synthetic tools (e.g., [25]), so the malicious requests
differ from the legitimate ones in intent but not in traffic char-
acteristics. Therefore, most current detection mechanisms (e.g.,
those based on traffic characteristics) become invalid.

The work of Jung et al. [5] may not help in this scenario
since: 1) it is difficult to associate the amount of resources
consumed to a client machine and 2) attack nodes consisting
of a large number of geographically widespread machines are
increasingly likely to belong to known client clusters. Thus,
they cannot be filtered on the IP prefix. Other existing defense
methods may be those based on man—machine interaction, e.g.,
puzzles, passwords, and the CAPTCHAs. However, as Kandula
et al. in [3] and Ranjan et al. in [22] have pointed out, those
schemes are not effective for the DDoS attack detection because
they may annoy users and introduce additional service delays.
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Fig. 2. Flash crowd.

Furthermore, they may deny search engines access to the Web
site, and the machine hosting authentication mechanism may
be easy to become the new attack targets.

Finally, compared with the consumption of resources such
as CPU, memory, and database, App-DDoS attacks may not
need to consume a lot of network bandwidth. Therefore, the tra-
ditional DDoS detection schemes designed for bandwidth ex-
hausting attacks become ineffective.

IV. DETECTION PRINCIPLE

Web user behavior is mainly influenced by the structure of
Website (e.g., the Web documents and hyperlink) and the way
users access web pages. In this paper, our monitoring scheme
considers the App-DDoS attack as anomaly browsing behavior.

We investigate the characteristic of Web access behavior in
Figs. 2 and 6. Fig. 2 plots the HTTP request number and the
user number per 5 s during the burst Web workload of a semi-
final collected from the logs of the 1998 World Cup. From the
maximum correlation coefficient 0.9986, between the series of
request numbers and that of the user numbers, we can see that
the normal flash crowd is mainly caused by the sudden incre-
ment of user amount. Fig. 6 plotted in the following experiment
section shows that the entropy of the aggregate access behavior
against our model does not change much during the flash crowd
event, which implies that both the main access behavior pro-
file of normal users and the structure of Website do not have
obvious varieties during the flash crowd event and its vicinity
area. This conclusion is the same as [5] and is similar to those
of other HTTP traces, e.g., Calgary-HTTP, ClarkNet-HTTP, and
NASA-HTTP, which can be downloaded freely from [24].

These results are significant to our work. They show that
the users’ access behavior profile can be used to detect the ab-
normal varieties of users’ browsing process during the flash
crowd. Since the document popularity has been widely used to
characterize the user behavior and improve the performance of
Web server and Internet cache, e.g., [29] and [30], we will ex-
tend it to our detection in the rest of this paper.

A. Access Matrix

Traditionally, document popularity is defined by the Request
v
Hit Rate as p;; = b/ Zf\zl bit, where b;; is the request number
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of the 7th document at the ¢th time unit, and /N the number of the
Web server’s documents. We extend this definition as given in
(1), shown at the bottom of the page, where c;; is the number of
users who request the ith document at the ¢th time unit, b;; / ;¢ is
the user’s average revisitation to the :th document at the ¢th time
unit, 7;; is the normalized revisitation, and 7" is the number of
observation time units. Then, we construct a N x 1" dimensional
Access Matrix (AM), A y 7, as follows:

an]” (2

Aynxr =la1 as ar] = [a1 ay

where a; = (a1, ..., ane)", a; = (as1,...,a;7)%, and a; =
pit or ;. We will use a;; = r;; for the experiment in this paper
because it is more suitable to detect the attacks that repeatedly
request the same pages such as homepage, “hot” pages, or ran-
domly selected pages from a given set. We note that, in some
other cases when the attacks may cause the document popularity
away from the Zipf-like distribution, we should let a;; = p;:. We
consider a spatial-temporal space constructed by AM in which
a: = (a1ty..-,0a Nt)T presents the spatial distribution of popu-
larity at the tth time unit and a; = (a1, ..., a;7)T presents the
1th document’s popularity varying with time. ay is mainly related
to users’ interest and Website’s structure (e.g., the distribution
of contents and hyperlinks between Web pages); a; is mainly
controlled by users’ actions (e.g., click rate and browsing time).

Then, we have the following detection rationale: in consid-
ering that most existing methods used on document popularity
for modeling user behavior merely focus on the average charac-
teristics (e.g., mean and variance), we use a stochastic process
to model the variety of the document popularity, in which a
random vector is used to represent the spatial distribution of doc-
ument popularity and is assumed to be changing with time (i.e.,
ag, fort = 1,...,T). The process is controlled by an under-
lying semi-Markov chain, and a hidden state describes a cluster
of document popularities or a type of user behavior. Transition
from one hidden state to another implies that user behavior has
changed from one type to another. Dwell time of the state can be
considered as persistence of the user behavior. Since the model
is trained by the normal behavior obtained from a lot of users of
the target server, attackers are supposed to be unable to obtain
historical access records from the victim Web server or unable
to stay in front of the victim to intercept and collect all users’
HTTP requests sent to the target and spoof the detector based
on the model.

B. Hidden Semi-Markov Model

Based on our previous work [6], [7], we extend the HSMM
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HsMM is a hidden Markov model (HMM) with variable
state duration. The HsMM is a stochastic finite state ma-
chine, specified by (Q,{m;}, {ai;},{b:(k)}, {pi(d)}), where
Q = {1,..., M} is a discrete set of hidden states with car-
dinality M; ¢ € @ denotes the state that the system takes at
time ¢; m; = Pr[g1 = 4] is the probability distribution for the
initial state satisfying Y. m; = 1; a;; = Prlgs = jlg—1 = 9]
is the state transition probability from state 7 to state j sat-
isfying Zj a;; = 1,fori,j € Q;m € {1,...,D} denotes
the remaining (or residual) time of the current state ¢, with D
representing the maximum interval between any two consec-
utive state transitions; p;(d) = Pr[r, = d|g; = 1] is the state
residual time distribution satisfying 3, p;(d) = 1, fori € Q,
d € {1,...,D}; bj(k) = Prloy = vi|g = 4] is the output
distribution for given state ¢, satisfying >, b;j(k) = 1, for
i€Q, ke{l, .., K}; ando, denotes the observed vector at
time ¢, taking values from {v1, ... v }.

Then, if the pair process (q;,7;) takes on value (i, d), the
semi-Markov chain will remain in the current state ¢ until
time t + d — 1 and transits to another state at time ¢ + d, for

d € {1,...,D}. The states themselves are not observable.
The observables are a series of observations O = (01, . ..,07).
b

We adopt the notation o, to represents the observation se-
quence from time a to time b (i.e., {0; :a <t < b})and
assume the “conditional independence” of outputs so that
bi(0}) = TTi—, bi(or).

We consider the AM as a multiple-dimensional stochastic
process which is controlled by an underlying semi-Markov
process. For a given HsMM, the hidden state ¢; of the HsMM
can be used to represent the spatial distribution of popularity of
the N documents at the ¢th time unit. A transition of the hidden
state (i.e., from ¢;_; to ¢;) can be considered as the change of
access behaviors from one spatial distribution to another one.
Residential duration 7, of the hidden state ¢; can be considered
as the time units that the current spatial distribution (or state q;)
will persist.

The parameter estimation of HsMM can be done by the fol-
lowing forward and backward algorithm [8]. The forward and
backward variables are defined as follows:

3
“

at(i7d) = Pr [O_fi7qt = ’L.,Tt = d|)\:|
Be(m,d) = Pr o} |q = i, 7 = d, A]

which can be iteratively calculated by the forward and backward
algorithms. Three joint probability functions are defined by

-

1,7) =Prloj,qti—1 =t,qs = J 5
algorithm to describe the stochastic process on document pop- ft(."]) B [jf =1 ) o J] %)
ularity’s spatial distribution varying with time and monitor the me(i,d) = Prloy. g1 #i,qr =i, 7 = d] (©)
App-DDoS attacks occurring during flash crowd event. (i) = Pr [0? ,qr = z] @)

t b the 4" d tat t'h ¢ it bit/c;
r = average request number per user on the """ document a ime unit _ t/Cit ie[LNLte[l,T] (1)

average request amount per user at ¢*2 time unit

SN (bie/cir)
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which can be readily determined by the forward and backward
variables. Then, the model parameters can be estimated by the
following formulas:

N
(@) /S ®
/%

dij = Y &uli4) / o> Gl )
) = Y ) /S0 (10
Zﬁt /sz('@d) 1D

We define the entropy (Fn) of observations fitting to the
HsMM and the average logarithmic entropy (ALF) per obser-
vation as follows:

> et

In (Pr [01 |)\]) /T.

En = Pr o] |)\ d)|A] (12)

quTT) (

ALFE = (13)
The details of the above algorithm can be found in [8]. How-
ever, existing algorithms of HSMM will be very complex when
the observation is a high-dimension vector with dependent el-
ements in the spatial-temporal matrix of AM. Hence, we use
PCA to reduce the dimension of AM and apply the independent
component analysis to obtain independent elements.

C. Principal Component Analysis

PCA, also called the Karhunen—Loeve transform, is one of the
most widely used dimensionality reduction techniques for data
analysis and compression. It is based on transforming a rela-
tively large number of variables into a smaller number of uncor-
related variables by finding a few orthogonal linear combina-
tions of the original variables with the largest variance. The first
principal component of the transformation is the linear combi-
nation of the original variables with the largest variance; the
second principal component is the linear combination of the
original variables with the second largest variance and orthog-
onal to the first principal component, and so on. In many data
sets, the first several principal components contribute most of
the variance in the original data set, so that the rest can be disre-
garded with minimal loss of the variance for dimension reduc-
tion of the data [9]. The transformation works as follows.

The average vector of samples is defined as

1 T
=7 > a (14)
t=1
where T is the total number of samples in the data set, a: =
(a1¢,-.-,ant)T is the tth sample, and a;; is the popularity of
document ¢ as defined in (2). The deviation from the average is
defined as

bt =ar —p. (15)

The sample covariance matrix of the data set is defined as

e~ —
:TZ(‘“_

Il 1. ¢

=7 ;m = 788" (16)
where @ = [p1 ¢o --- ¢r]. To apply PCA to reduce high
dimensional data, eigenvalues and corresponding eigenvectors
of the sample covariance matrix C are usually computed
by the singular value decomposition (SVD) [9]. Suppose
(A,u1),. .., (An,un) are N eigenvalue—eigenvector pairs
of the sample covariance matrix C. We choose the largest K
eigenvectors. Often there will be just a few of large eigenvalues,
and therefore K is the inherent dimensionality of the subspace
governing the “signal,” while the remaining (N — K) dimen-
sions generally contain noise [9]. The dimensionality of the
subspace K can be determined by

K N
Z /\i Z )\L Z (6]
i=1 i=1

where « is given, which represents the contribution ratio of vari-
ation in the subspace to the total variation in the original space.
We form an 7' x K matrix U whose columns consist of the K
eigenvectors. The representation of the data by principal com-
ponents consists of projecting the data onto the K -dimensional
subspace according to the following rules:

= U —)

7)

=U%,, t=1,...,T. (18)

D. Independent Component Analysis

ICA is a statistical signal processing technique. In contrast
to the PCA which is sensitive to high-order relationships, the
basic idea of ICA is to represent a set of random variables using
basis function, where the components are statistically indepen-
dent and as non-Gaussian as possible.

The ICA task is briefly described as follows. Given the set of
input samples X = [z - xT] where T is the number of sam-
ples, and 7, = [T1¢ - -2ne] T is the N- dimensional observed
vector at the ¢*® time unit. The observed vector z; is assumed
to be generated by a linear combination of statistically indepen-
dent and stationary components (sources), i.e.,

v =Ry, t=1,...T (19)
where y: = [y1r---yne]T is the N-dimensional statis-
tically independent signal vector at " time unit and
R is the N x N mixing matrix. Corresponding to the
sample dataset X, the source data set can be denoted as
Y = [/1 yT] [y1¥2---yn|T. The issue is how to deter-
mine the N x N 1nvertible de -mixing matrix W = R~!
as to recover the components of m by exploiting information
hidden in a?t, i.e., to determine W such that the components
Y1t - - - yn+ of the transformed vector

yr = Wy (20)
are mutually independent. We denote W by its components
or vectors as W = (wl, 7} N) where w; is the transpose
vector of the i row of W with constraint E{(w}z;)?} = 1.
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The estimation of the data model of ICA is usually performed
by formulating an objective function and then minimizing or
maximizing it, e.g., maximizing some function F(y1,...,yn)
that measures the independence. Different algorithms [10] have
been proposed to achieve this objective. This paper applies
the FastICA [11] which has been widely used for its good
performance and fast convergence during estimation of the
parameters. Note that the FastICA algorithms require a prelim-
inary whitening (or sphering) of the sample X, which means
the observed data z; is linearly transformed 1nto a variable z;
by 2 = Va:t, such that the covariance matrix of z; is unity, i.e.,
E {ztzt } = L This transformation can be accomplished with
the above PCA process [10]. In the following paper, we use
symbol z; to denote the whitened data, i.e., E{ruy } = L.

The FastICA algorithm is based on negentropy. It defines a
contrast function J that measures the nonnormality of a zero-
mean random variable z;. The objective of this algorithm is then
to find W which maximizes the contrast function .J, defined by

= |E{G (wz,)} - E{G(%_v)}r (21)

Jg (w;

7

where G is practically any nonquadratic function, v is a stan-

dardized Gaussian variable with zero mean and unit variance,

and 02 = E{(wlz;)?}. Thus, 0% v is a Gaussian variable of
w w;

the same va£iance as EZTE, Note that the optimum E,; that max-
imizes Jg(w;) can be determined by

V- Ja(w;) = 0. (22)
Based on the constraints F{(w}z;)?} = 1 and wfw; =
lf|I” = 1, we have o = = E{(wlz;)?} = wFw;. Then, the

item E{G(aﬂ )} of (21) can be replaced by E{G(w w;v)},

and (22) can be rewritten as

= E{t:g (wiz:) } — fw; = 0
where g is the derivative function of G, (3 is a constant that can
be evaluated by 3 = E{wF (0)r:gw] (0)z)}, andw;(0) is the
value of w; at the optimum. Newton’s method is used to solve

this equation. Denoting the function on the middle part of (23)
by F'(w;) and its Jacobian matrix by .J F'(w; ), then

E{zay g (wiz,)} - pI
where ¢/ is the derivative of g. Since z, satisfies E{rxzT} = I,
a reasonable approximation of the first term of (24) seems to be

B {waly whe)} ~ B el ) B {d ()}
— B {g (wlw)} L
Thus, the Jacobian matrix becomes diagonal and can easily be
inverted. (3 is also approximated by using the current valuew; (k)

instead of @i(O), and then the following approximate Newton
iteration is

V- Je(w;) (23)

JF f) = (24)

(25)

; ooy LB {eg (Wl (R)ee) } = fuoi(k)]
D ==y @ )} —
w; =w;(k+1)/ |fwi(k +1)|| (27)

where w; denotes the new value of w;.
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Using the above algorithm, we can compute all vectors w for
allz = 1,..., N of the de-mixing matrix W.

We use the iterative algorithms proposed in [11] to achieve
this objective. The iterative algorithm includes three steps which
are implemented after a round iteration of all components.

Step 1) Let W = W/ /| WWZ|.
Step 2) Let W = 1.5W — 0.5 WWTW,
Step 3) Repeat Step 2) until convergence.

E. Detection Architecture

The overall procedure of our detection architecture is illus-
trated in Fig. 3. The scheme is divided into three phases: data
preparation, training, and monitoring.

The main purpose of data preparation is to compute the AM
by the logs of the Web server.

The training phase includes the three parts, given here.

1) PCA transition. The steps are as follows.

a) Compute the average matrix and difference matrix,

respectively.

b) Compute the eigenvectors and eigenvalues of the co-

variance matrix.

c) Sort the eigenvalues and select the first K eigenvec-

tors, where o = 80% is given in this paper.

d) Construct the eigenmatrix U by the first K

eigenvectors.

e) Transform the AM into K -dimensional uncorrelated

principal component dataset.

2) ICA transition. The steps are as follows.

a) Use the outputs of the PCA module (i.e., K-di-

mensional uncorrelated principal component dataset
UTX) to estimate the unmixing matrix W by ICA
algorithm.

b) Transform the K-dimensional dataset into indepen-

dent signals.

3) HsMM training

a) Use the outputs of ICA module as the model training

data set to estimate the parameters of HSMM.

b) Compute the entropy of the training data set and the

threshold.
The monitoring phase includes the following steps:

1) Compute the difference matrix between the testing AM
and the average matrix obtained in the training phase
by the PCA.

2) Using the eigenmatrix U, compute the feature dataset
of the testing AM.

3) Using the de-mixing matrix W, compute the indepen-
dent signals.

4) The independent signals are inputted to the HsMM;
entropies of the testing dataset are computed.

5) Output the result based on the threshold of entropy that
was determined in the training phase based on the en-
tropy distribution of the training data set.

In the practical implementation, the model is first trained by
the stable and low-volume Web workload whose normality can
be ensured by most existing anomaly detection systems, and
then it is used to monitor the following Web workload for a
period of 10 min. When the period is past, the model will be
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Fig. 3. Monitoring architecture.

updated by the new collected Web workload whose normality
is ensured by its entropy fitting to the model. Then, the model
is used in anomaly detection for the next cycle.

If some abnormities hiding in the incoming Web traffic are
found, the “defense” system will be implemented. For example,
we can cluster the Web surfers and evaluate their contributions
to the anomalies in the aggregate Web traffic. Then, different pri-
orities are given to the clusters according to their abnormalities
and serve them in different priority queues. The most abnormal
traffic may be filtered when the network is heavy loaded.

V. EXPERIMENTS

We implement the algorithm in the NS2 simulator [26]. The
network topology is generated by GT-ITM Topology Gener-
ator provide by NS2. The simulation includes 1000 client nodes
each of which replays one user’s trace collected from one of the
semifinals of FIFA WorldCup98 [24]. The ratio of randomly se-
lected attack nodes to whole nodes is 10%. Furthermore, we as-
sume the attackers can intercept some of the request segment of
normal surfers and replay this segment or "hot" pages to launch
the App-DDoS attacks to the victim Web server. Thus, when the
attack begins, each potential attack node replays a snippet of an-
other historical flash crowd trace. The interval between two con-
secutive attack requests is decided by three patterns including
constant rate attacks, increasing rate attacks and random pulsing
attacks. We use the size of requested document to estimate the
victim node’s processing time (delay) of each request, i.e., if the
requested document is larger, the corresponding processing time
will be longer. By this way, we simulate the victim’s resource
(e.g., CPU) cost by client’s requests. Fig. 4(a) shows our sim-
ulation scenario. The whole process lasts about 6 h. As shown
in Fig. 4(b), the first 2 h data are used to train the model, and
the remaining 4 h of data including a flash crowd event are used
for test. The emulated App-DDoS attacks are mixed with the
trace chose from the period of [3.5 h, 5.5 h]. Fig. 4(c) shows our
method on how to collect the observed sequences for detection
system. The time unit of this experiment is 5 s. We group 12
consecutive observations into one sequence, the “moving” step
is one observation unit and a new sequence is formed using the
current observation and the preceding 11 observations. Thus,
two consecutive sequences will have 11 overlapped observa-
tions. We used 25 consecutive sequences, which last for 36 ob-
servation units or 3 min, to detect anomaly accesses. Therefore,

in every 5 s when a new observation is obtained, a new sequence
is formed by 12 consecutive samples (corresponding to 60 s of
traffic). This sequence is then measured by calculation of its en-
tropy for the HsSMM. The moving average of entropies over 25
consecutive sequences (corresponding to 36 samples or 180 s of
traffic) is used for detection of the attacks.

A. Constant Rate Attack

Constant rate attack, the simplest attack technique, is typ-
ical among known DDoS attacks. We do not arrange the attack
sources to simultaneously launch constant rate App-DDoS at-
tacks and to generate requests at full rate, so that they cannot be
easily identified through attack intensity. As shown in Fig. 5(a),
we use (H, ts,t., At, 1) to denote the parameters of the constant
rate attack. The notation is listed in Fig. 4(d). Three parameters
(i.e., H, At,l) are set randomly by each attack node before it
launches the attacks.

Fig. 6(a) shows the entropy varying with the time, where
curve a represents the normal flash crowd’s entropy and curve
b represents the entropy of flash crowd mixed with constant rate
App-DDoS attacks in zone B. Therefore, it is easy to find out
that there exist attacks in the period B.

B. Increasing Rate Attack

An abrupt change in traffic volume is an important signal
to initiate anomaly detection. The attacker may use the grad-
ually increasing rate, as shown in Fig. 5(b). The state change
in the victim network could be so gradual that services degrade
slowly over a long period, delaying detection of the attack. We
use (H,ts,te, At,l1,12,1) to denote the parameters of the in-
creasing rate attack. Five variables (i.e., H, At, ly,1s,1) are set
randomly by each attack node before it launches the attacks.
Fig. 6(b) shows the entropy changing with the time, where curve
a represents the normal flash crowd’s entropy and curve b rep-
resents entropy of the traffic that mixes normal flash crowd with
increasing rate App-DDoS attacks, where the attacks start grad-
ually in zone B and end gradually in zone D. As it shows, the en-
tropy can be used to discover the attacks in the early beginning.

C. Stochastic Pulsing Attacks

Instead of constantly injecting traffic flows with huge rates
into the network, pulsing attacks, which are also called shrew
attacks, are much more difficult to be detected and therefore
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The simulation topology is generated by GT-ITM Topology Generator|
provided by NS2. The parameters are given as the following:
1. Three-level hierarchy: transit domain, stub domain and nodes;
2. 2 transit domains; each transit domain has (on average) five nodes; each|
transit node connects (on average) to five stub domain;
OTransit domain O Stub domain . each stub domain has((on averagge)) twenty nodes;
O Node of transit domain em= Link (10Mb) 4. 10Mps link for domain; SMbp for stub domain; 2Mps for nodes;
® Node of stub domain Link (5Mb) Attack coverage is 10% of the nodes except the 10 transit nodes, i.e., 100|
® Victim Web server —— Link (2Mb) nodes are potential attack nodes;
(@)
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(d)

Fig. 4. Simulation configuration. (a) Compendious simulation scenarios; (b) Composition of the dataset. (c) Grouping of the dataset. (d) Definition of attack

parameters.

(@

Fig. 5. Different emulated App-DDoS attacks. (a) Constant rate attacks. (b) Increasing rate attacks. (c) Stochastic pulsing attacks.

can damage the victim for a long time without being noticed.
Pulsing attackers launch attacks by sending burst pulses period-
ically. Such attacks have high peak rate while maintaining a low
average rate to exhibit “stealthy” behavior.

We emulate a stochastic-type pulsing attack of App-DDoS.
As shown in Fig. 5(c), a single source stochastic pulsing attack
is modeled as a square waveform HTTP request stream with at-
tack period 7', burst length [, and burst rate H. Among the vari-
ables, T', [, H, and At are preset by each attack node randomly
before it is going to fire the next pulsing attack, which makes the
different attack nodes have different attack parameters and the
same attack node have different attack parameters in different
attack periods. Thus, the attacks exhibit a fluctuating rate oscil-
lating between different H and zero, appearing as a stochastic
ON/OFF process. Such stochastic pulses are very difficult to be
detected by the existing methods that are based on traffic volume
analysis, because the average rate of the attacks is not remark-
ably higher than that of a normal user.

Fig. 6(c) shows the entropy varies with the time, where curve
a represents the normal flash crowd’s entropy and curve b in
zone B represents the entropy of the mixed traffic that contains
the normal flash crowd and the stochastic pulsing rate of App-
DDoS attacks. As it shows, the attacks can be easily discovered
from the normal flash crowd workload by the entropy.

The fact that the entropy series is stable shows that the docu-
ment popularity is stable. Although the attackers can inject vi-
cious requests into the flash crowd traffic, the original popularity

()

o
PE——
x

1 >
Y] e time

distribution of documents is changed, which causes the entropy
series lower than the normal level. Therefore, we can detect the
potential App-DDoS attacks by the entropy of document popu-
larity fitting to the model.

D. Performance

In the above scenarios, based on the entropy outputted by
the algorithm, we can detect the anomaly caused by the App-
DDoS attack. Fig. 7(a) shows the distributions of average en-
tropy. There exist significant differences in entropy distribu-
tions between two groups: the normal Web traffic’s entropies
are larger than —6, but most entropies of the traffic containing
attacks are less than —8. The statistical results of the entropy of
normal training data and emulated App-DDoS attacks are given
as

Training_data :
Average(entropy) = —4.0981
Standard_Deviation(entropy) = 0.3456
Emulated_Attacks :

Average(entropy) = —8.8275
Standard_Deviation(entropy) = 1.8377.

Fig. 7(b) shows that, if we take —5.3 as threshold value of
normal Web traffic’s average entropy, the false negative ratio
(FNR) is about 1%, and the detection rate is about 90%. Be-
cause the number of the remaining principal components will
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Fig. 7. Performance. (a) Distribution of entropy. (b) Entropy, DR, and FPR. (c)
ROC curve. (d) Dontribution ratio versus number of PCs.

affect the precision of detection, we use the contribution ratio
defined in (17) to decide the first K principal components (PCs).
We compared the performance of the proposed scheme with the
moving average in implementing anomaly detection. The length
of moving average is 60 samples (i.e., 5 min); step of moving av-
erage is 12 samples (i.e., 1 min); the cosine distance between the
observed vector and the average vector of training data is used
as the detection criterion. Fig. 7(c) shows the receiver operating
characteristics (ROCs) of our scheme and the moving average
method. As it shows, our method is remarkably better than the
moving average in the detection rate given the false positive rate.
Fig. 7(d) shows the variance versus number of PCs. From this
figure, we find the variance is mainly contributed by the first ten
PCs whose cumulative ratio is about 80%. This means we can
keep the first ten PCs at the cost of losing 20% information.

VI. DISCUSSION

A. Performance of Our Approach

We discuss the performance by the following aspects.

1) Multidimensional Data Processing: Multidimensional
detection may become a mainstream method in anomaly
detection. However, it is very difficult to deal with the mul-
tidimensional observation vector sequence without mass

ical for the high dimensional data of the problem without sacri-
ficing valuable information and 2) it does not require any spe-
cial distributional assumption, compared with many statistical
methods that often assume a normal distribution or resort to the
use of central limit theorem.

2) Advantages of HsMM: HsMM can describe most prac-
tical stochastic signals, including non-stationary and the
non-Markovian. It has been widely applied in many areas such
as mobility tracking in wireless networks, activity recognition
in smart environments, and inference for structured video
sequences. Many effective algorithms for HsMM parameter
estimation have been developed in the literature. In contrast to
existing anomaly detection methods developed in biosurveil-
lance [37], the nonstationary and the non-Markovian properties
of HsMM can best describe the self-similarity or long-range
dependence of network traffic that has been proved by vast
observations on the Internet [32], [33].

3) Self-Adaptive Scheme: Based on our experiment (Fig. 6),
we found the normal user’s access behavior and the Website
structure exhibit hours-long stability regardless of whether or
not there are flash crowd events occurring during the period,
i.e., the popularity of documents is mainly affected by the daily
life of the users or information update of the Web pages. There-
fore, the model parameters of document popularity change in
the period of ten minutes or hours. Hereby, the model param-
eters can be updated by the self-adaptive implementation [34]
in a period of ten minutes, in the way of implementing off-line
or asynchronously, which will not affect the online detection. In
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our experiments in this paper, the model parameters are updated
once per hour.

4) Computational Complexity: In the training phase, it re-
quires O((M D+ M?)TI) computations and O(MT') memory
capacity, where M is the number of HsMM'’s states, D is the
maximum interval between any two consecutive state transi-
tions, 7' is the length of the training samples, and [ is the number
of iterations. In fact, we can implement off-line training in-
stead of online training in practice. In our experiment, M = 9,
D = 60, and T' = 1440. With the convergence criteria of 0.01,
the iteration times I is about 10. The training can be finished
within 10 min by MATLAB.

In the detection phase, the computation comes from PCA,
ICA, and HsMM. The computational complexities of the first
two modules are O(N KT) and O(K?>T), respectively, where
in our experiment N = 3000 is the dimension of the original
observed vector, K = 10 is the number of selected principal
components, and 7" = 12 is the length of each test sequence
(i.e., one test sequence contains 12 samples and one sample is
collected in every 5 s). Because the entropy of the test sequence
fitting to the model can be determined by the forward formula
given by (12), which requires only O((M D+ M?)T) computa-
tions. Thus, the computational complexity for a test sequence is
O(NKT + K*T + (MD + M?)T), which means about 0.3 M
multiplications in this instance. For the computer that is config-
ured with Intel Core 2 1.83-GHz CPU, 2-G RAM and 32 bits
operation system, our simulation experiments showed that it re-
quires about 500 ms for performing the anomaly detection in
every 5 s of sampling period.

B. Parameter Settings

Before the scheme is applied to detection, some parameters
have to be preset, which includes the time unit of observed data,
the length of the observed vector sequence, the number of the
remaining principal components, and the detection threshold of
entropy for anomaly detection in HsMM. We discuss each of
them as follows.

The time unit and the length of the observed vector sequence
can be set according to the computation ability and memory of
the detection system. In this paper, we set the time unittobe 5 s
and the length of one observed sequence to be 1 min. Although
the small scale of the time unit may bring us high precision, the
length of sequence can not be set too short because it may not
contain sufficient attack signals for reliable detection. For these
considerations, we suggest the time unit is selected in between
[5 s, 20 s] and the length of sequence is selected in between
[1 min, 5 min].

The number of remaining PCs can be decided by the cumula-
tive variance. We select the largest PCs whose cumulative vari-
ance is over 80% in our experiments, which actually resulted in
ten PCs in the experiments. The PCs can be selected by a higher
cumulative variance, but this may require more computational
capacity and memory amount.

In contrast to most current work that decides the detection
threshold by subjectivism or empiricism, we use Gaussian dis-
tribution to provide a universal and reasonable method for the
detection threshold. The Central Limit Theorem (CLT) has told
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TABLE 1
GAUSSIAN DISTRIBUTIONS’ DETECTION THRESHOLD
Detection Level  Detection Threshold FPR DR
uto [-4.4437.-3.7525] 0.2008 0.9545
utl.650 [-4.6684,-3.5278] 0.0920 0.9309
ut1.960 [-4.7755,-3.4207] 0.0753 0.9257
3o [-5.1350,-3.0612] 0.0178 0.9108
1+3.290 [-5.2352,-2.9610] 0.0129 0.9074

us that given a distribution with a mean (u) and variance (o),
the sampling distribution approaches a Gaussian distribution.
Thus, we can describe the entropy distribution of training data
by Gaussian distribution. From the rational of Gaussian distri-
bution, we know +30 error level could give us a confidence
interval of 99.7% which is good enough even in high precision
detection scenarios. Table I lists the detection threshold setting
and their corresponding FPR and DR of our experiments (the
mean g and variance o have been given in Section V). As in-
dicated in this table, the detection level could be reasonably se-
lected to be p £ 3.290, and this choice ensures us with FPR
smaller than 1.5% and DR larger than 90%. This shows that the
detection threshold determined by the CLT can achieve pretty
high accuracy in detection.

VII. CONCLUSION

Creating defenses for attacks requires monitoring dynamic
network activities in order to obtain timely and signification
information. While most current effort focuses on detecting
Net-DDoS attacks with stable background traffic, we proposed
a detection architecture in this paper aiming at monitoring
Web traffic in order to reveal dynamic shifts in normal burst
traffic, which might signal onset of App-DDoS attacks during
the flash crowd event. Our method reveals early attacks merely
depending on the document popularity obtained from the server
log. The proposed method is based on PCA, ICA, and HsMM.
We conducted the experiment with different App-DDoS attack
modes (i.e., constant rate attacks, increasing rate attacks and
stochastic pulsing attack) during a flash crowd event collected
from a real trace. Our simulation results show that the system
could capture the shift of Web traffic caused by attacks under
the flash crowd and the entropy of the observed data fitting
to the HsMM can be used as the measure of abnormality. In
our experiments, when the detection threshold of entropy is set
—5.3, the DR is 90% and the FPR is 1%. It also demonstrates
that the proposed architecture is expected to be practical in
monitoring App-DDoS attacks and in triggering more dedicated
detection on victim network.
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