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ABSTRACT 
Reversible computing is motivated by the von Neumann-
Landauer (VNL) principle, a theorem of modern physics telling 
us that ordinary irreversible logic operations (which destructively 
overwrite previous outputs) incur a fundamental minimum 
energy cost.  Such operations typically dissipate roughly the logic 
signal energy, itself irreducible due to thermal noise.  This fact 
threatens to end improvements in practical computer 
performance within the next few decades.  However, computers 
based mainly on reversible logic operations can reuse a fraction 
of the signal energy that theoretically can approach arbitrarily 
near to 100% as the quality of the hardware is improved, 
reopening the door to arbitrarily high computer performance at a 
given level of power dissipation.  In the 32 years since the 
theoretical possibility of this approach was first shown by 
Bennett, our understanding of how to design and engineer 
practical machines based on reversible logic has improved 
dramatically, but a number of significant research challenges 
remain, e.g., (1) the development of fast and cheap switching de-
vices with adiabatic energy coefficients well below those of 
transistors, (2) and of clocking systems that are themselves of 
very high reversible quality; and (3) the design of highly-
optimized reversible logic circuits and algorithms.  Finally, the 
field faces an uphill social battle in overcoming the enormous 
inertia of the established semiconductor industry, with its 
extreme resistance to revolutionary change.  A more evolutionary 
strategy that aims to introduce reversible computing concepts 
only very gradually might well turn out to be more successful.  
This talk explains these basic issues, to set the stage for the rest 
of the workshop, which aims to address them in more detail.   
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1. INTRODUCTION 
1.1 The Impending Performance Crisis 
To a great extent, the history of improvements in computing ma-
chinery can be summarized as a history of steady improvements 
in one key system-level figure of merit:  namely, the achievable 
energy efficiency, defined as the number of useful information 
processing operations (including logic, storage, and 
communication operations) that can be performed per unit of 
available energy that is dissipated to the environment as heat.  
From ancient stone tablets to 19th-century mechanical calculators 
to the latest VLSI chips with virus-sized transistors, advances in 
practical computer performance have gone hand-in-hand with 
improvements in this key quantity.  It is easy to see why by 
considering the following trivial equation: 
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where R = performance, Nops = number of useful operations per-
formed during a job, t = total elapsed time to perform the job, 
Ediss = energy dissipated during the job, FE = Nops/Ediss = energy 
efficiency, Pdiss = Ediss/t = average power dissipation during the 
job.  The power dissipation that is tolerable in a given 
application context is always limited by some practical 
consideration, such as a requirement that a limited supply of 
available energy (such as in a battery) not be used up within a 
given time, or by the limited rate of heat removal in one’s 
cooling system, or by a limited operating budget available for 
buying energy.  Thus, improving system performance generally 
requires increasing the average energy efficiency FE of useful 
operations. 

In the last twenty years, since the field-effect transistor 
became the basis for most high-performance digital logic, energy 
efficiency for the lowest-level ops has been roughly given by FE ≈ 
(1 op)/(½CV2), where C is the typical capacitance of a node in a 
logic circuit, and V is the typical voltage swing between logic 
levels.  This is because voltage-coded logic signals have an 
energy of Esig = ½CV2, and this energy gets dissipated whenever 
the node voltage is changed by the usual irreversible FET-based 
mechanisms in modern CMOS technology.  The improvements in 



the practical performance of digital systems over the last 20 years 
can thus be attributed primarily to an exponential decline in C 
over this same period (in proportion to shrinking transistor 
lengths), together with an additional factor of ~25× coming from 
a reduction of the typical logic voltage V from 5V (TTL) to 
around 1V today. 

Unfortunately, the “dirty little secret” of the semiconductor 
industry (actually, not much of a secret these days) is that they 
are all very quickly running out of good new ideas for further 
improving energy efficiency  [8].  Logic voltages can’t go much 
below 1V without compromising the ability of transistors to turn 
off effectively, which hurts energy efficiency, since it leads to 
large standby power consumption due to thermally-activated 
leakage of electrons across the transistor’s voltage barrier.  
Meanwhile, logic node capacitances can’t be decreased much 
further, because reduced transistor sizes also require lower 
voltages, in order to avoid problems with various additional 
forms of leakage and breakdown of devices.  New transistor 
materials structures may alleviate these problems, but only to a 
limited extent.   

No matter what, as soon as the signal energy Esig = ½CV2 
becomes small in comparison with the thermal energy ET = kBT, 
(where kB is Boltzmann’s constant and T is the temperature), 
digital devices can no longer function reliably, due to problems 
with thermal noise  [12].  For a reasonable level of reliability, the 
signal energy should actually be much larger than the thermal 
energy, Esig ≫ ET.  For example, a signal level of Esig ≳ 100 kBT  
≈ 2.6 eV (at room temperature) gives a decently low error 
probability of around e−100 = 3.72×10−44.  (Incidentally, it may in-
itially seem that simply operating at low temperatures would 
allow the energy dissipation for a given level of reliability to be 
smaller, but in reality, this does not help, because T effectively 
becomes the temperature of the environment when the added 
energy dissipation in even an ideal cooling system is taken into 
account  6.) 

It is interesting to note that the energies of the smallest logic 
signals today are already only about 104 kT  [12], which means 
there is only about a factor of 100 of further performance im-
provements remaining, before we begin to lose reliability.  Error-
correcting codes can be used, but they impose significant encod-
ing overheads and so don’t end up helping energy efficiency; this 
is because it is the total energy of the encoded bit that is what 
really matters, for purposes of both dissipation and reliability.  
Furthermore, a firm lower limit on dissipation of Ediss ≥ kBT ln 2 
≈ 18 meV (in room-temperature environments) can be derived 
for conventional (irreversible) logic from basic thermodynamic 
considerations, even if reliability issues could be ignored 
 [22], [23]. 

A factor of 100 means only around 10 years remain of 
further performance improvements remain, given the historical 
performance doubling period of about 1.5 years.  Thus, by about 
2015, the performance of conventional computing will stop 
improving, at least at the device level—application-specific or 
reconfigurable hardware may potentially squeeze out another 
factor of 100, and new algorithms with lower asymptotic 
complexity may be found for many interesting problems.  But for 
the majority of simple, general applications, where a poor 
algorithm is not the main bottleneck, and the architecture is a 
general-purpose processor, performance improvements will 

effectively halt at ~100 times today’s levels—for ever!  This 
appears to be an imminent “end of the road” scenario for the 
history of computing technology, as far as performance on most 
applications is concerned.  Or, is it? 

1.2 Reversible Computing to the Rescue 
Enter reversible computing  6.  In a phrase, the primary motiva-
tion for reversible computing lies in the fact that it provides the 
only way (that is, the only way that is logically consistent with 
the most firmly-established principles of fundamental physics) 
that performance on most applications within realistic power 
constraints might still continue increasing indefinitely, even after 
signal energies run up against the thermal noise floor of ~100 
kBT.   

How is this possible?  Let’s look back at eq. (1).  We note 
that practical performance (given some power limit) is 
constrained by FE, the number of operations that can performed 
per unit energy dissipated.  But, the 100 kBT limit only directly 
refers to the energy contained in the logic signal, in the sense 
that this is the magnitude of the thermal fluctuation of that signal 
that would need to occur to spontaneously change a 0 to a 1 (or 
vice-versa).  However, there is nothing fundamental about 
information processing that forces us to dissipate to heat all the 
energy that is contained in a signal, when that signal is processed 
in some way (storing, sending, or flipping a bit).  Instead, we can 
potentially recover and retain (in an organized form that can be 
reused for subsequent operations) a fraction of the signal energy 
that approaches as close as we wish to 100%  6.  That is, there is 
no known positive lower bound on the fraction of signal energy 
that must be dissipated.  Instead, as technology improves, 
potentially the fraction of the signal energy that gets dissipated 
with each operation can become ever closer to the limit of 0.  
Meanwhile, while still decreasing dissipation, the signal energy 
itself can even be made larger (at only a logarithmically 
increasing rate) in order to suppress the rate of dissipation due to 
errors resulting from thermal noise.  All in all, the total number 
of computational operations that can be performed while only 
dissipating a fixed amount Ediss of energy to an outside 
environment at temperature T can (theoretically) approach 
infinity!  Thus, it is possible that computer performance, within 
fixed power limits, can continue improving well beyond the 
limits of conventional technology. 

What’s the catch?  The catch is that in order for us to avoid 
all of the imminent energy dissipation limits, in particular the 
kBT ln 2 limit  [22], it will be necessary for the logical design of 
the computer, as well as the hardware technology, to radically 
change  6.  That is, the computation must be logically 
reversible—every state of the machine (or, an increasingly large 
fraction of them) must have only one possible predecessor state 
that could be arrived at during the course of a computation.  
(Actually, the true requirement is that the number of 
predecessors must be, on average, the same as the number of 
successors; but in ordinary deterministic computations, the 
number of successor states is 1.) 

That logical reversibility is required follows rather trivially 
from certain basic facts of fundamental physics  [12].  All of our 
enormously successful fundamental physical theories (including 
Einstein’s general theory of relativity, quantum electrodynamics, 
and the standard model of particle physics) share the property 



that they can all be described as special cases of the more general 
concept of Hamiltonian dynamical systems; in these, the 
system’s dynamics arises from certain generic differential 
equations called the Hamilton’s equations, which are first-order 
in the time t  [13].  The time differential dt in these equations can 
be taken as being either positive or negative, which means that 
the equations are deterministic looking either forwards or 
backwards in time.  (In quantum mechanics, the behavior of 
quantum systems appears nondeterministic to us only because 
we can’t access the complete quantum state.)  Thus, every 
physical state uniquely determines its predecessor states.  This is 
still true in quantum mechanics if by “state” we mean a quantum 
state vector or wavefunction, and in general relativity if by 
“state” we mean a spacelike hypersurface.  Thus, we can say that 
physics is reversible.  (This is fully as certain a statement as any 
we can make about physics; it is backed up by enormous, 
overwhelming mountains of evidence.) 

Because of the reversibility of physics, whenever we have a 
situation where a single logical state of a machine could have 
been arrived at from either of two possible predecessors, either 
of which would also have comprised a valid logical state of the 
machine, it must be the case that the new state must have an 
increased number of possible representations in terms of physical 
states, namely, one for each representation of each possible 
predecessor state.  For example, if the new state has 2 logical 
predecessors, each of which could be represented (in the context 
of a given machine implementation) by N distinct physical states, 
then the new logical state must have 2N possible distinct 
physical representations.  Insofar as our model of the machine 
does not keep track of which one exactly of the possible physical 
representations is being used at any given moment, we can say 
that the number of possible representations (consistent with the 
instantaneous logical description) has doubled, or in other words, 
its logarithm has increased by an additive amount of log 2.  The 
logarithm of the number of possible states is also known as the 
entropy, and it can be measured in bits, giving the size of the 
optimal compressed encoding of the state.  Thus, entropy has 
increased by an amount log 2 = 1 bit.  Because of the 
reversibility of physics, once our model has lost track of a bit’s 
worth of state information, we can never again regain it; that 
would require two physical states to merge into one, which is 
impossible, by the very mathematical form of Hamiltonian 
dynamics.  This is, in fact, the proof of the 2nd law of 
thermodynamics, which says that entropy only increases, never 
decreases.  It increases whenever our model of the system, over 
time, loses track of some part of the system’s state, or in other 
words, accumulates uncertainty regarding the actual state. 

Now, when that bit’s worth of entropy gets expelled into the 
environment (as it must be eventually, if we don’t want the state 
of our computer to decay to a completely uncertain equilibrium 
state as entropy is accumulated), then if the environment is at 
temperature T, then energy Ediss ≥ T·(1 bit) must also be expelled 
into the environment.  This is true by the very thermodynamic 
definition of temperature, namely T = ∂E/∂S, where S is entropy 
 [23].  Now, 1 bit, or log 2, is mathematically equal to (ln 2)×(log 
e), and log e, considered as a unit of physical entropy, is the 
definition of Boltzmann’s constant kB, so we get Ediss ≥ kBT ln 2.  
The fact that one bit’s worth of lost logical information always 
leads to at least this amount of physical energy dissipation is 

called the von Neumann-Landauer (VNL) principle, after its 
discoverers  [31], [22].  Thus, to avoid this limit, we must avoid 
losing track of logical information.  That is, the information-
processing operations within the machine must be logically 
reversible, meaning that they transform the state in an invertible 
way, and can be undone. 

One might initially guess that this constraint of logical re-
versibility might be such a stringent one that general-purpose 
computation can not still be accomplished under its purview, but, 
in 1973, Charles Bennett of IBM research showed (with a simple 
Turing machine construction) that in fact, any desired computa-
tion can always be embedded within an equivalent reversible 
one, essentially by just keeping around all the information that 
would otherwise be discarded, and then “decomputing” it later, 
after it is no longer needed  6.  However, Bennett’s construction 
only addressed the logical level, and left open the question of 
how, precisely, to build a practical physical mechanism for 
computation that would also be physically reversible, or very 
nearly so.   

In the 32 years that have passed since Bennett’s paper, 
much progress has been made towards this goal; this will be 
reviewed in the next section.  However, many engineering 
challenges still remain to be solved before reversible computing 
can become a practical basis for ultra energy-efficient, high-
performance computing; these will be reviewed in section 3. 

However, there are good physical reasons to expect that the 
remaining problems can be solved, given sufficient time, 
research, and good engineering.  The underlying reason for this 
optimism is that, fundamentally, to say that energy has been 
dissipated (or that entropy has increased) is only to say that we 
have lost control of that energy, or that we have lost track of its 
detailed state, of exactly how it is distributed among the various 
degrees of freedom of our system.  But, the entire centuries-long 
history of engineering and of physics is a largely a story of ever 
more precise manufacturing and control of physical artifacts, and 
ever more accurate characterizations of the fundamental 
dynamical laws that determine how those artifacts will behave.  
Thus, we can expect that this trend will continue, and that over 
time, we will be able to construct increasingly complex systems 
whose initial state is increasingly accurately specified (eventually 
in full atom-by-atom detail  [8]), and whose built-in dynamical 
behavior is increasingly close to a pre-designed trajectory, with 
increasingly slow rates of drift away from that trajectory in 
unpredictable directions (increasingly low rates of entropy 
increase).  At present, there is no known fundamental reason to 
think that such complex, precisely-specified, highly-predictable 
physical systems cannot include scalable, efficient, general-
purpose programmable computers that generate only a negligibly 
small amount of new entropy with each logic operation that they 
perform. 

2. REVIEW OF PROGRESS SINCE 1973 
How is reversible computing to be physically implemented?  In 
Bennett’s early papers on the subject, the only concrete physical 
constructions that were offered were so-called “Brownian motion 
machines,” in which the mean free path of the system’s trajectory 
was much shorter than the distance between neighboring compu-
tational states  [4].  In absence of any energy input, the system 



progressed essentially via a random walk, taking an expected 
time of Θ(n2) to advance n steps.  

For the examples Bennett studied, even if the random walk 
is biased in the forwards direction by a small energy input, to 
achieve a linear rate of progress, the performance is still very 
low—Bennett  [4] gave the biological example of DNA polymeri-
zation, which (under normal conditions, such as during cell 
division) proceeds at a rate on the order of 1,000 nucleotides per 
second, with a dissipation of ~40kBT per step. 

In general, asymptotically reversible processes (including 
the DNA example) proceed forward at an adjustable speed that is 
proportional to the energy dissipated per step.  We can thus char-
acterize the inefficiency of a given such process by the constant 
energy coefficient cE = Ediss/fop, where Ediss is the energy 
dissipated per operation, and fop is the frequency of operations 
 [12].  In Bennett’s original DNA process, the energy coefficient 
comes out to about cE = 1 eV/kHz.  That is nice, but we’d prefer 
to run at GHz frequencies, or greater, with energy dissipation per 
op that is less than kBT.  So the question becomes, can we 
engineer reversible systems that have lower energy coefficients 
than DNA?  It turns out that we already have. 

In the late 1970’s, Ed Fredkin, Tommaso Toffoli, and other 
members of the Information Mechanics group at MIT envisioned 
the concept of ballistic computing, in which the state of the 
machine would proceed forwards along its trajectory under its 
own momentum, as it were, with only a small fraction of the 
signal energy being dissipated to heat upon each operation  [13].  
Their original physical picture was that of idealized, perfectly 
elastic billiard balls bouncing around on a frictionless pool table.  
Of course, this picture was just inspiration, and was not a serious 
implementation proposal.  However, they also proposed a closely 
analogous, but more feasible electronic implementation, which 
involved charge packets bouncing around along inductive paths 
between capacitors  [16].  Fredkin and Toffoli never got the op-
portunity to build an electronic implementation of their ideas, but 
other groups did.   

In particular, the ideas already being tossed around at MIT 
were imported to Caltech with some help from the famous 
physicist Richard Feynman, who had been interacting with the 
IM group at the time  [18], and teaching about reversible 
computing in his Lectures on Computation at Caltech  [9].  Carver 
Mead (also at Caltech) had previously tried (but failed) to prove 
in his VLSI textbook  [23] that reversible computing was 
impossible, which Feynman then refuted by developing a full 
quantum model of a serial reversible computer, in a paper  [10] 
that also helped to spawn the field of quantum computing.  Then 
in the mid-80’s, Charles Seitz and colleagues at Caltech 
described  [26] a new technique for implementing reversible 
computing with MOSFETs which only required a small number 
of large inductors, which were brought off-chip; this key step 
made it easy to fabricate and test experimental reversible chip 
designs.  In the early 1990’s, these techniques were further 
refined by groups at ISI  6, Amherst  [18], Xerox  [26], and MIT 
 [34], bringing them to the point where arbitrary, pipelined, 
sequential logic could be implemented in a fully-reversible 
fashion, limited only by the energy coefficients and leakage 
currents of the underlying transistors.  There has been a small 
explosion of activity in these adiabatic circuits since then, with a 

wide variety of partially-adiabatic circuits being explored, and 
far too many references to list here. 

What are the energy coefficients of these new technologies?  
In 1998  [12], I estimated the energy coefficient of a 0.5-µm tran-
sistor technology that we were using at the time as about 0.77 
eV/kHz, already a little better than the biological DNA example.  
In a more recent, 0.18-µm technology with a newer circuit style 
 [1], we estimated about cE = 3 meV/kHz, a factor of 250× less. 

How much lower might energy coefficients become in the 
future?  It is difficult to tell for certain, but a wide variety of 
post-transistor device technologies have been proposed (e.g.,  [23] 
 [27],  [31]) that have energy coefficients ranging from 105 to 1012 
times lower than present-day CMOS!  This translates to logic 
circuits that could run at GHz to THz frequencies, with 
dissipation per op that is still less (in some cases orders of 
magnitude less) than the VNL bound of kBT ln 2  [22] that applies 
to all irreversible logic technologies.  Some of these new device 
ideas have even been prototyped in laboratory experiments  [28] 
that confirm the theoretical predictions.  Thus, there appears to 
be enormous potential for ongoing improvement of reversible 
device technologies for many decades to come. 

Meanwhile, on the system design front, our understanding 
of the various design issues and tradeoffs inherent to reversible 
computing has also improved substantially.  In work that also had 
its roots in the IM group at MIT, fully-reversible processor 
architectures  [13] and instruction sets  [32] have been designed 
and implemented in silicon.  Meanwhile, on the algorithms side, 
a more spacetime-efficient embedding of general irreversible 
computations into reversible ones was introduced by Bennett in 
1989  [5]; various authors have further explored the algorithmic 
space/time tradeoffs in reversible computing in the years since 
then  [23], [6].  I myself carried out a variety of analyses (e.g., 
 [12], [13])  to determine how computer cost, performance, and 
power all interacted with each other in optimized reversible sys-
tem designs, and to see how quickly the advantages of reversible 
machines would increase as various device-level technology 
parameters and application parameters were scaled.  Generally, 
the advantages increase as sublinear polynomials—square roots, 
cube roots, etc.—of the key input parameters.  Though they 
increase only slowly, these asymptotic advantages are real, and it 
is important to note that they still exist even despite the 
substantial overheads of the reversible paradigm.  Therefore, we 
can expect that as technology improves, the advantage of the new 
reversible approach compared to the old irreversible one will 
gradually increase, until eventually the advantages could become 
so overwhelming that a disruptive paradigm shift may suddenly 
occur, in which the new paradigm rapidly overtakes the 
prevailing technology, when the advantages of switching to the 
new paradigm outweigh the costs of making the switch.  It is 
difficult to forecast exactly when this transition will occur, 
although some projections based on present trends  [13] suggest 
that the performance advantages of the reversible approach 
(which are negligible today) could be as much as 1,000× by mid-
century.  A substantial transition to the new paradigm could be 
warranted even much sooner.   

It is also possible that the shift could take place gradually, 
as reversible and adiabatic principles gradually penetrate more 
and more thoroughly throughout the system design.  Processor 



designers today are already experimenting with adiabatic 
charging of large loads such as clock distribution networks and 
I/O buses.  Once these subsystems are no longer the power 
dissipation bottleneck, then increasingly-adiabatic, increasingly 
thoroughly-reversible logic could become the next target for 
further power reductions.  Meanwhile, several generations of 
new post-transistor devices could be introduced, each with a 
lower energy coefficient than the previous one, and each one may 
find a market in niche ultra-low-power applications, before being 
adopted for high-performance computing.  Device costs may 
continue gradually decreasing, through improved manufacturing 
processes, allowing higher and higher degrees of logical 
reversibility to become cost-effective solutions for real high-
performance products. 

However, whether the shift to reversible computing takes 
place suddenly or only gradually, we can be confident in saying 
that such a shift must eventually occur, unless the entire world 
forever continues to turn a blind eye to the enormous potential 
value of the reversible approach.  If even one nation or one large 
company manages to shake off their misplaced doubts and mis-
conceptions about reversible computing long enough to turn ser-
ious resources (in the form of numerous very bright engineers, 
backed with substantial funding) towards solving the few key re-
maining engineering problems, I have little doubt that the prob-
lems can be hurdled, and that reversible computing can become a 
commercially viable reality, one that comes to entirely dominate 
the world of high-performance and low-power computing, and 
that leaves all non-reversible approaches in its dust.   

Literally all of computer science and computer engineering 
will be affected by this transition—we will require new logic cir-
cuits, hardware description languages, processor architectures, 
programming languages, algorithms, and new frameworks for ap-
plication design.  Everything that is old news in computer 
science today will suddenly become fresh and new again, as we 
are forced to reconstruct the foundations of the entire field, from 
the bottom up, in a new style.  It promises to be a most exciting 
adventure for everyone involved. 

3. CHALLENGES TO BE FACED 
In the previous sections, I have reviewed the underlying motiva-
tions for reversible computing, and the recent progress towards 
realizing it.  Although many of the past doubts about the possibil-
ity and practicality of reversible computing have already been 
erased by various concrete developments that have taken place in 
the field over the course of the last 32 years, the R&D challenges 
that remain are nevertheless still significant ones.  (If this were 
not the case, RC would likely already be on our desktops.)  Here 
are what I think are some of the key, most important challenges 
that need to be addressed in coming years, in order to make 
significant progress in moving the field forward: 

1. Fast, cheap, low-cE devices.  MOSFETs are fundamentally 
too resistive and leaky, and better switching devices are 
needed.  We need new devices that have low manufacturing 
cost, high maximum frequency, low leakage rate and error 
probability, and a low adiabatic energy coefficient cE, which 
recall is energy dissipated per op, per unit operating 
frequency.  There are numerous nanoscale device concepts 
floating around (e.g., [ [27] [31]) that have been analyzed (on 
paper and in simulation) to have cE that is many orders of 

magnitude better than CMOS, while retaining small size, 
high speed, low leakage, and high reliability.  The most 
promising of these concepts need to be refined, prototyped, 
and empirically verified, and then inexpensive 
manufacturing techniques for them need to be developed. 

2. High-Q resonant power supplies.  All reversible computing 
technologies require some sort of resonant power/clock 
signal to drive and synchronize the adiabatic logic 
transitions throughout large design blocks.  The quality 
factor of the resonator directly limits the advantages that can 
be gained from reversibility.  Simple isolated systems (such 
as vibrating crystals in vacuum) are known to have quality 
factors of 1014 (and other well-isolated quantum systems are 
known to have even higher quality), which suggests there is 
a lot of room for improvement in this area.  Certainly, we 
know of no firm limits on how good the Q factors can 
become.  But the engineering of high-Q resonators is 
presently somewhat of a “black art;” designers typically find 
and eliminate dissipation mechanisms in a slow, iterative, 
empirical process.  Better design methodologies for high-Q 
resonator design are needed.  (This is an area where good 
progress would likely pay off in the near term for 
conventional irreversible technology as well, giving us low-
power, energy-recovering clock distribution systems.) 

3. Avoiding back-action on the clock.  An important point to 
keep in mind is that if the instantaneous state of the clock 
signal becomes uncertain due to data-dependent interactions 
with the logic, this effectively means increased entropy in 
the clock signal, and effective dissipation which reduces the 
Q of the clock.  (Theoretically, the clock must be a perfectly 
periodic signal with zero bandwidth, in order to approach 
infinite Q.)  The load in the logic must thus be carefully bal-
anced so as to remain constant from one cycle to the next, or 
else to vary only in predictable ways that can be compensa-
ted for in the clock design.  The implications of this con-
straint for the tradeoffs and overheads of reversible system 
design need to be more carefully studied.  It would be reas-
suring to build a complete, self-contained model of 
logic+clock system that maintained a high overall Q while 
performing some non-trivial computation. 

4. Proof-of-concept prototypes.  In connection with the above, 
some physical prototype (even if it is initially too expensive 
to be practical) needs to be built that measurably dissipates 
substantially less than kT ln 2 energy per logic operation 
(including in the clocking system) while performing a non-
trivial computation, in order to finally silence the die-hard 
skeptics who still maintain today (though without any proof) 
that reversible computing must be impossible.  Or, if it 
turns out that it really is impossible, for some as-yet-
unrealized reason, it is in the process of attempting to 
complete this prototype-building step that would finally give 
us the detailed empirical experience that might help us to 
understand why it must be so; this would then comprise a 
rather important new fundamental discovery about physics. 

5. Reversible design infrastructure.  Obviously, in order for re-
versible computing to become successful in practice, there 
must eventually be a large investment in the development of 
supporting design tools and application-specific hardware 
and software algorithms.  This includes “reversibility-



aware” versions of gate libraries, hardware description 
languages, ASIC libraries, processor and FGPA 
microarchitectures, instruction sets, and (eventually) even 
high-level languages, subroutine libraries, and reversible 
high-level algorithms for specific applications of interest.  
The lowest levels of this hierarchy of software tools will 
need to be modified first, with the higher levels becoming 
necessary to address only later, as the degree of reversibility 
(fraction of energy recovered per cycle) adds additional 9’s 
(99.9% energy recovery, etc.) 

4. CONCLUSION 
The magnitude of the challenges that reversible computing faces 
is great enough that perhaps only a concerted effort on the part of 
the semiconductor industry, the broader computing industry, and 
government will suffice to make the needed research progress oc-
cur quickly enough to prevent computer performance from stal-
ling soon, perhaps for a noticeably extended period.  However, 
despite my years of careful study of all the relevant issues, I 
don’t see any good reason yet to expect that the challenges listed 
above (and new ones that may yet arise) cannot be successfully 
tackled and overcome, through concerted engineering effort.  
Achieving reversible computing will clearly be a prerequisite in 
order for us to make significant further progress in computer 
performance.  It is thus well worth trying to achieve, and the 
sooner we seriously get started on it, the sooner we may break 
free of the shackles of the present power dissipation crisis, and 
resume our past trend of continual, rapid progress in practical 
computer performance. 

I implore the scientific and engineering community:  Let us 
not give up the ghost at this early date.  Let us face the situation 
as it stands, bravely tackle the remaining challenges of reversible 
computing, and see where this effort takes us.  If we don’t make 
a serious and persistent effort fairly soon, and if progress dulls to 
permanent stagnation, we may never know the magnitude of the 
opportunities that we are missing by failing to act now.  But if, 
instead, we give to reversible computing all of the best efforts 
that our brightest minds can reasonably muster today, then it just 
might take us farther than we ever would have imagined 
possible. 
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